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Abstract. In the past, it has been shown that the Leavitt path algebra L(E) = LK(E)
of a graph E over a field K is left and right noetherian if and only if the graph E is finite
and no cycle of E has an exit. If Q(E) = QK(E) denotes the regular algebra over L(E),
we prove that these two conditions are further equivalent with any of the following: L(E)
contains no infinite set of orthogonal idempotents, L(E) has finite uniform dimension,
L(E) is directly finite, Q(E) is directly finite, Q(E) is unit-regular, Q(E) is left (right)
self-injective and a few more equivalences. In addition, if the involution on the field K
is positive definite, these conditions are equivalent with the following: the involution ∗

extends from L(E) to Q(E), Q(E) is ∗-regular, Q(E) is finite, Q(E) is the maximal (total
or classical) symmetric ring of quotients of L(E), the maximal right ring of quotients
of L(E) is the same as the total (or classical) left ring of quotients of L(E), every
finitely generated nonsingular L(E)-module is projective, and the matrix ring Mn(L(E))
is strongly Baer for every n. It may not be surprising that a noetherian Leavitt path
algebra has these properties, but a more interesting fact is that these properties hold
only if a Leavitt path algebra is noetherian (i.e. E is a finite no-exit graph).

Using some of these equivalences, we give a specific description of the inverse of the
isomorphism V (L(E))→ V (Q(E)) of monoids of equivalence classes of finitely generated
projective modules of L(E) and Q(E) for noetherian Leavitt path algebras. We also prove
that two noetherian Leavitt path algebras are isomorphic as rings if and only if they are
isomorphic as ∗-algebras. This answers in affirmative the Isomorphism Conjecture for
the class of noetherian Leavitt path algebras: if LC(E) and LC(F ) are noetherian Leavitt
path algebras, then LC(E) ∼= LC(F ) as rings implies C∗(E) ∼= C∗(F ) as ∗-algebras.

1. Introduction

In the last decade, Leavitt path algebras have been generating significant interest.
Introduced in [1] and [9], these algebras represent an algebraic analog of a class of C∗-
algebras. Leavitt path algebras are free algebras over a field that satisfy the same relations
as the graph C∗-algebras (the introduction to M. Tomforde’s paper [28] is a good source for
more details on graph C∗-algebras). In addition to being algebraic counterparts of graph
C∗-algebras, Leavitt path algebras are generalization of the classical Leavitt algebras, the
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algebras that fail the invariant basis number property universally in a certain respect (for
more details see [13]).

In [6], a row-finite Leavitt path algebra L(E) is embedded in a (von Neumann) regular
algebra Q(E) with isomorphic monoids of isomorphism classes of finitely generated pro-
jective modules. The algebra Q(E) is called the regular algebra of a Leavitt path algebra.
In this paper, we describe exactly when Q(E) is unit-regular, self-injective, directly finite,
and equal to the maximal (left and right) ring of quotients of L(E). We relate these
conditions with those stating that a Leavitt path algebra is right and left noetherian,
directly finite and without infinite set of orthogonal idempotents.

By [3, Theorems 3.8 and 3.10]), it is known that the Leavitt path algebra L(E) over a
graph E is (left and right) noetherian exactly when E is finite and no cycle in E has an exit.
This last condition is known as (NE) in the literature. In this paper the graphs satisfying
Condition (NE) are called no-exit graphs for short. We obtain further characterizations of
noetherian Leavitt path algebras as well as the characterizations of the above mentioned
algebraic properties of Q(E) over a finite no-exit graph E. In particular, we obtain a set
of nine new equivalent conditions relating many algebraic properties of L(E) and Q(E)
to the no-exit condition on a finite graph E (Theorem 3.3). Moreover, if the involution on
the base field K is positive definite, we also prove that the involution of L(E) extends to
Q(E) making Q(E) ∗-regular, symmetric and finite just in case that E is a finite no-exit
graph (Theorem 3.9).

After that, we consider when Q(E) is equal to the maximal, total and classical left,
right and symmetric ring of quotients of L(E) adding another ten equivalent conditions
(Corollary 4.5 and Proposition 5.1) to the list of the equivalences. A Leavitt path algebra
of a finite no-exit graph is hereditary and noetherian so it may not be surprising that
it has all the properties mentioned above. However, we emphasize the fact that from
our results it follows that a Leavitt path algebra enjoys all these properties only if the
underlying graph is finite and without exits.

Using some of these results, we obtain an explicit description of the inverse of the
isomorphism V (L(E))→ V (Q(E)) of monoids of equivalence classes of finitely generated
projective modules over a Leavitt path algebra and its regular algebra (Theorem 5.4).

Finally, we give some generalizations to the isomorphism conjectures posed in [5, Con-
jecture 1], and show that, for the class of Leavitt path algebras considered in this paper,
a strongly generalized version of the Isomorphism Conjecture of Graph Algebras [5, p.
22] holds. Concretely, for the family of noetherian Leavitt path algebras, if L(E) and
L(F ) are isomorphic as rings, then they are isomorphic as ∗-algebras as well. This, in
turn, expands the family of graphs for which a positive answer has been given to the
Isomorphism Conjecture for Graph Algebras. Specifically, if E and F are finite no-exit
graphs, then LC(E) ∼= LC(F ) as rings implies that C∗(E) ∼= C∗(F ) as ∗-algebras.

The paper is organized as follows. In Section 2, we recall the main definitions, the
construction of the regular algebra and some existing results. In Section 3, we prove the
equivalence of fourteen conditions describing algebraic properties of L(E) for a finite no-
exit graph E and of its regular algebra Q(E). In Section 4, we describe Q(E) as a ring of
quotients of L(E) and add additional three equivalences to previously obtained fourteen.
In Section 5, we add seven final conditions to the set of equivalences and use them to



NOETHERIAN LEAVITT PATH ALGEBRAS AND THEIR REGULAR ALGEBRAS 3

describe the inverse of the map V (L(E)) → V (Q(E)) of monoids of equivalence classes
of finitely generated projective modules. Lastly, in Section 6 we answer in the affirma-
tive both the Isomorphism Conjecture for Graph Algebras and the Strongly Generalized
Isomorphism Conjecture for the class of noetherian Leavitt path algebras.

2. Summary of the construction of the regular algebra and some
related results

Throughout this paper, K denotes a field and E a directed graph. We write E =
(E0, E1, r, s) to denote that E0 is the set of vertices, E1 the set of edges, and r and s
maps E1 → E0 describing ranges and sources of edges respectively. We say that E is finite
if both E0 and E1 are finite and that E is row-finite if every vertex emits only finitely
many edges (|s−1(v)| <∞ for all v ∈ E0). A vertex v is called a sink if s−1(v) = ∅. It is
called a source if r−1(v) = ∅.

A path of length n is a sequence of edges of the form p = e1 . . . en for some positive
integer n such that s(ei+1) = r(ei) for i = 1, . . . , n − 1. In this case we define the source
s(p) of p to be s(e1), and the range r(p) of p to be r(en). If s(p) = r(p), p is said to be
closed. If p is closed and s(ei) 6= s(ej) for i 6= j, then p is called a cycle. An edge e is an
exit of a path p = e1 . . . en if there exists i such that s(e) = s(ei) and e 6= ei.

Considering vertices to be the paths of length 0, let E∗ denote the set of paths of all
non-negative lengths. The path algebra PK(E) is a free K-algebra over the set of all paths
E∗ where the multiplication of paths p and q is the concatenation if r(p) = s(q) and it
is 0 otherwise. Alternatively, PK(E) is a free K-algebra with basis consisting of vertices
and edges of E such that

(P1) vv = v and vw = 0 if v 6= w,
(P2) e = s(e)e = er(e),

for all vertices v and w and all edges e. The notation PK(E) is shortened to P (E) when
we work over the same (fixed) field.

For a given graph E, consider an extended graph of E to be the graph with the same
vertices and with edges {e | e ∈ E1} ∪ {e∗ | e ∈ E1} where the range and source relations
are the same as in the original graph for e ∈ E1, and r(e∗) = s(e) and s(e∗) = r(e) for
the added edges. The edges e∗ are called ghost edges. The Leavitt path algebra LK(E) is
the free K-algebra with basis consisting of vertices, edges and ghost edges that satisfies
the path algebra axioms (P1) and (P2) in addition to

(CK1) e∗e = r(e), and e∗f = 0 if e 6= f for all e, f ∈ E1,
(CK2) v =

∑
ee∗ for all e ∈ E1 with v = s(e) and all v ∈ E0 with 0 < |s−1(v)| <∞.

These last two axioms are called Cuntz-Krieger relations. The notation LK(E) is also
often shortened to L(E) when there is no danger of confusion.

It a well-known fact that L(E) is unital with the identity element 1 =
∑

v∈E0 v if and
only if E0 is finite (e.g. see [1, Lemma 1.6]) and that L(E) is a Z-graded K-algebra,
spanned as a K-vector space by {pq∗ | p, q are paths in E}. (Recall that the elements of
E0 are viewed as paths of length 0, so that this set includes elements of the form v with
v ∈ E0.) In particular, for each n ∈ Z, the degree n component LK(E)n is spanned by
{pq∗ | p, q are paths in E with l(p)− l(q) = n}, where l(p) denotes the length of p.
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Note that L(E) is a ring with involution. Namely, for an involution k 7→ k of the field
K (which may be taken to be the identity), one can define (

∑
kp,qpq

∗)∗ =
∑
kp,qqp

∗.
In [10, Lemma 1.3.1], I. Raeburn notes that, for the class of row-finite graphs without
sources, if the involution on K is positive definite (i.e.

∑n
i=1 kiki = 0 implies ki = 0 for

all i = 1, . . . , n and for all non-negative integers n), then the involution on L(E) is proper
(i.e. x∗x = 0 implies x = 0). In [11, Proposition 2.3] it is shown that this result holds for
all graphs.

The algebra L(E) is always nonsingular as a ring ([26, Proposition 4.1]) and it is heredi-
tary if E is finite ([9, Theorem 3.5]). In the last decade, numerous ring theoretic properties
of L(E) (for example being finite-dimensional, simple, semisimple, purely infinite simple,
regular, noetherian, artinian, exchange, prime, primitive, to name just a few) have been
characterized in terms of graph theoretic properties of the underlying graph E. We recall
one such result.

Recall that a graph E is said to satisfy Condition (NE) (NE for “no-exit”), or that E
is a no-exit graph for short, if no cycle in E has an exit. Also, recall that a Z-graded
K-algebra A =

⊕
n∈ZAn is locally finite in case dimK(An) <∞ for every n ∈ Z.

Theorem 2.1. ([3, Theorems 3.8 and 3.10]) For a finite graph E and field K the following
conditions are equivalent:

(1) E is a no-exit graph.
(2) L(E) is left noetherian.
(3) L(E) is right noetherian.
(4) L(E) is locally finite.
(5) If l is the number of cycles in E (call them c1, . . . , cl), mi the number of paths

ending in a fixed (although arbitrary) vertex vmi
of the cycle ci which do not con-

tain the cycle itself (for 1 ≤ i ≤ l), k is the number of sinks in E (call them
wl+1, . . . , wl+k), and for every j ∈ {1, . . . , k}, nj is the number of paths ending in
the sink wl+j, then L(E) is isomorphic to a direct sum of the matrix rings below(

l⊕
i=1

Mmi
(K[x, x−1])

)
⊕

(
k⊕
j=1

Mnj
(K)

)
.

This result was generalized for locally noetherian Leavitt path algebras over row-finite
graphs in [2, Theorem 3.7].

Lastly, we recall the concept of the regular ring of a (Leavitt) path algebra. In [6],
the regular ring QK(E) of a path algebra P (E) (and its Leavitt path algebra L(E)) is
constructed. We outline the main idea of the construction from [6]. In the following, we
fix the field K and shorten the notation QK(E) to Q(E).

(i) Let E be a finite graph. Let Σ be the set of matrices with entries in the path
algebra P (E) that become invertible in the algebra of power series P ((E)) =
{
∑
kpp | p ∈ E∗ possibly infinitely many kp are nonzero }.

The universal localization of P (E) with respect to Σ (obtained by adding the
entries of the inverse matrices of matrices in Σ to P (E)) is the division and the
rational closure of P (E) in P ((E)) (see [6, Observation 1.18 and Theorem 1.20]).
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In [6], it is denoted by Prat(E). By [6, Proposition 2.15], Prat(E) is always semi-
hereditary.

(ii) Let Σ1 be the set of the following homomorphisms of finitely generated projective
left P (E)-modules. For every non-sink vertex v, let e1, . . . en be all the edges that
v emits. The homomorphism µ mapping P (E)v to P (E)r(e1) ⊕ . . . ⊕ P (E)r(en)
by r 7→ (re1, . . . , ren) is in Σ1 and the algebra L(E) is the universal localization
of P (E) with respect to Σ1.

Also, let E be the opposite graph of E, i.e. the graph with E
0

= E0, E
1

=
{e | e ∈ E1}, s(e) = r(e) and r(e) = s(e). Let Σ2 denote the set of the following
homomorphisms of finitely generated projective left P (E)-modules: for every non-
sink vertex v, let e1, . . . en be all the edges that v emits and ν be the mapping
P (E)r(e1)⊕ . . .⊕P (E)r(en) to P (E)v by (r1, . . . , rn) 7→

∑
riei. Then L(E) is the

universal localization of P (E) with respect to Σ2.
(iii) The ring Q(E) is the universal localization of Prat(E) with respect to Σ1. It is also

the universal localization of L(E) with respect to Σ. Finally, it is also universal
localization of P (E) with respect to Σ ∪ Σ1.

Moreover, if E has d vertices, the following diagram commutes.

Kd

��

// P (E)
Σ−1

//

Σ−1
1

��

Prat(E) //

Σ−1
1

��

P ((E))

Σ−1
1

��
P (E)

Σ−1
2 // L(E)

Σ−1
// Q(E) // U(E)

Here the algebra U(E) is the universal localization of P ((E)) with respect to Σ−1
1 .

(iv) The ring Q(E) satisfies the path algebra axioms (P1), (P2), together with (CK1)
and (CK2).

(v) The ring Q(E) is regular, hereditary and such that the monoids of finitely gener-
ated projectives V (L(E)) and V (Q(E)) are isomorphic (see [9, Theorem 3.5] and
[6, Theorem 4.2]).

(vi) The algebra L(E) is a perfect right ring of quotients of P (E) and a perfect left
ring of quotients of P (E). The ring Q(E) is the total left ring of quotients of P (E)
and total left ring of quotients of L(E) (all the necessary background on rings of
quotients can be found in [27]). So we have that

Q(E) = Ql
tot(L(E)) = Ql

tot(P (E))

The proofs of these claims can be found in [7].
(vii) If E is row-finite (but not finite necessarily), Q(E) is the direct limit of the regular

rings of path algebras of finite subgraphs of E ([6, paragraph before Theorem 4.4]).

3. Characterizations of noetherian Leavitt path algebras

In this section, E denotes a finite graph. First, we prove two sufficient conditions for
E to be no-exit. Then, we prove some necessary conditions for E to be no-exit. As a
corollary, we obtain a list of equivalences to the condition that E is no-exit. After that,
we study some implications of the statement that the involution extends from a Leavitt
path algebra to its regular algebra. As a corollary, we obtain further characterizations
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of noetherian Leavitt path algebras in case when the involution on underlying field is
positive definite.

Proposition 3.1. Any of the following two conditions imply that E is a no-exit graph.

(i) L(E) is finite.
(ii) L(E) contains no infinite set of orthogonal idempotents.

Proof. (i) Let us assume that L(E) is finite but that E has a cycle p with an exit e. By
rotating the cycle if necessary, we can assume that the exit e occurs at the base of the
cycle p, so that p = e1e2 . . . en and v = s(e1) = s(e) with e1 6= e. Consider the element
x = p +

∑
w 6=v w that satisfies: x∗x = (p∗ +

∑
w 6=v w)(p +

∑
w 6=v w) = p∗p +

∑
w 6=v w =

v+
∑

w 6=v w = 1. Then xx∗ = (p+
∑

w 6=v w)(p∗+
∑

w 6=v w) = pp∗+
∑

w 6=v w = pp∗+1−v = 1

and so pp∗ = v. Multiplying by e∗ on the left we have 0 = (e∗e1)(e2 . . . en)p∗ = e∗pp∗ =
e∗v = e∗ 6= 0, a contradiction. Thus, there cannot be a cycle with an exit and so E is a
no-exit graph.

(ii) Suppose, by way of contradiction, that E is not a no-exit graph so that there exists
a cycle p with an exit e. By relabeling the vertices if necessary, we can assume that s(e)
is the base of the cycle so that we can write p = e1 . . . en with s(p) = s(e1) = s(e) and
e1 6= e. In this case we clearly have e∗1e = 0 = e∗e1 which in turn implies p∗e = e∗p = 0.
Consider the set F = {pnee∗(p∗)n}∞n=1. It is easy to check that the elements of F are
orthogonal idempotents. However, F is infinite. To see that let n > m and assume that
pnee∗(p∗)n = pmee∗(p∗)m. Multiplying by e∗(p∗)m on the left, we obtain

0 = (e∗pn−m)ee∗(p∗)n = e∗(p∗)mpnee∗(p∗)n = e∗(p∗)mpmee∗(p∗)m = e∗(p∗)m,

a contradiction with the fact that ghost paths are linearly independent in L(E) by [17,
Lemma 1.6]. Thus, we obtain an infinite set of orthogonal idempotents, a contradiction
with the hypothesis. �

Proposition 3.2. The condition that E is a no-exit graph implies any of the following
two conditions.

(i) Q(E) is unit-regular, (left and right) self-injective and Q(E) = Ql
tot(L(E)) =

Ql
max(L(E)).

(ii) If φ is the isomorphism

φ : L(E) ∼=

(
l⊕

i=1

Mmi
(K[x, x−1])

)
⊕

(
k⊕
j=1

Mnj
(K)

)
as in Theorem 2.1 where l is the number of cycles c1, . . . , cl in E, mi the number
of paths ending in a fixed vertex vmi

of the cycle ci which do not contain the cycle
itself for 1 ≤ i ≤ l, k is the number of sinks wl+1, . . . , wl+k in E, and for every
j ∈ {1, . . . , k}, nj is the number of paths ending in the sink wl+j, then this algebra
isomorphism is a ∗-isomorphism.

Proof. (i) Assume that E is a no-exit graph. Then L(E) is noetherian by Theorem 2.1 and
hereditary by [9, Theorem 3.5]. In this case, a result from [27, Example 3, p. 235] states
that the maximal and total left rings of quotients are equal. So, Q(E) = Ql

tot(L(E)) =
Ql

max(L(E)). Thus Q(E) is left self-injective since Ql
max(L(E)) is. On the other hand, a
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left self-injective and left hereditary ring is semisimple ([21, Theorem 7.52]) and thus it
is right self-injective as well. But a regular left and right self-injective ring is unit-regular
by [16, Theorem 9.29].

(ii) Following the proof of [3, Theorem 3.8], the basis of L(E) can be described as
follows. Let Λi, i = 1, . . . , l, be the set of paths ending in a fixed vertex vmi

of the cycle
ci which do not contain the cycle itself, and let Λj, j = l + 1, . . . , l + k, be the set of

paths ending in a sink wl+j. Let Λ =
⋃l+k
t=1 Λt. If λ denotes the cardinality of Λ, index the

elements of Λ as ps, s = 1, . . . , λ. Finally, let

X = { prcztp∗s | z ∈ Z, r, s = 1, . . . , λ, t = 1, . . . , l + k }
where ct denotes wt for t > l and c−zt denotes (c∗t )

z for positive z and t = 1, . . . , l. In
[3, Theorem 3.8] it is shown that the nonzero elements of X constitute a basis of L(E)
and that φ is the isomorphism mapping a nonzero element prc

z
tp
∗
s of X for t ≤ l to xzers

where ers is the standard matrix unit in appropriate matrix algebra Mmi
(K[x, x−1]) for

appropriate mi. For t > l, φ maps a nonzero element prwtp
∗
s = prp

∗
s of X to the standard

matrix unit ers in the appropriate matrix algebra Mnj
(K) for appropriate nj.

The isomorphism φ is obtained as an K-algebra extension of this map of the basis
elements. This map has to be ∗-isomorphism then also because on the basis elements,
φ((prc

z
tp
∗
s)
∗) = φ(psc

−z
t p∗r) = x−zesr = (xzers)

∗ = (φ(prc
z
tp
∗
s))
∗ if t ≤ l. If t > l the claim

follows similarly. �

This proposition gives us that the involution of a noetherian Leavitt path algebra
L(E) corresponds to the conjugate transpose involution of the sum of matrix algebras(⊕l

i=1Mmi
(K[x, x−1])

)
⊕
(⊕k

j=1Mnj
(K)

)
where the involution on K[x, x−1] is given by

q 7→ q for q ∈ K and x 7→ x−1.

Theorem 3.3. Let E be a finite graph. The following conditions are equivalent.

(1) E is a no-exit graph.
(6) L(E) contains no infinite set of orthogonal idempotents.
(7) Q(E) is unit-regular.
(8) Q(E) is directly finite (i.e. xy = 1 implies that yx = 1 for all x and y).
(9) L(E) is directly finite.

(10) L(E) is finite (i.e. x∗x = 1 implies that xx∗ = 1 for all x).
(11) Q(E) is left and right self-injective.
(12) Q(E) is semisimple.
(13) L(E) has finite uniform dimension (as a left and as a right L(E)-module).
(14) The monoid of equivalence classes of finitely generated projectives V (L(E)) ∼=

V (Q(E)) is cancellative.

The gap in the numbering of the conditions (the first condition in Theorem 3.3 is
labeled by (1) and the second by (6)) indicates conditions (2)–(5) from Theorem 2.1. Any
mention of (2)–(5) in the proof of Theorem 3.3 refers to the conditions from Theorem 2.1.

Proof. (1)⇒ (6). Condition (1) implies that L(E) is left and right noetherian by Theorem
2.1. But a noetherian ring contains no infinite set of orthogonal idempotents.

The implication (6) ⇒ (1) is Proposition 3.1.
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The implication (1) ⇒ (7) is Proposition 3.2.
The implication (7) ⇒ (8) is [16, Proposition 5.2].
The implications (8) ⇒ (9) ⇒ (10) hold by definition.
The implication (10) ⇒ (1) is Proposition 3.1. Thus, conditions (1) – (10) are equiva-

lent.
The implication (1) ⇒ (11) is Proposition 3.2.
The implication (11) ⇒ (7) is [16, Theorem 9.29].
(11)⇔ (12). One direction holds because a hereditary and self-injective ring is semisim-

ple. Conversely, a semisimple ring is both hereditary and self-injective.
The equivalences (13) ⇔ (2) and (3) follow from [21, Theorem 7.58].
(14)⇔ (7). [18, Theorem 2] asserts that Q(E) is unit-regular if and only if V (Q(E)) is

cancellative. The isomorphism of monoids V (Q(E)) ∼= V (L(E)) is shown in [6, Theorem
4.2] and [9, Theorem 3.5].

Thus, conditions (1) – (14) are equivalent. �

Remark 3.4. The authors are grateful to the referee for pointing out that the conditions
(1)–(14) are also equivalent with the statement that L(E) is a polynomial identity (PI)
ring. Since a matrix ring over a commutative ring is a PI ring and a finite direct product
of PI rings is a PI ring, condition (5) implies that L(E) is a PI ring. Conversely, if L(E)
is a PI ring, then it is directly finite so the condition (9) holds.

Theorem 3.3 has the following corollary.

Corollary 3.5. If E is a finite no-exit graph, then L(E) is Baer.

Proof. [21, Theorem 7.55] states that for a ring satisfying condition (6) from Theorem
3.3, the following conditions are equivalent: being Baer, being right Rickart, and being
left Rickart. Since L(E) is Rickart (as a semihereditary ring) and (6) is equivalent to (1),
L(E) is Baer. �

Now we turn to the question whether the involution of L(E) extends to Q(E). Recall
that a regular ring with involution is said to be ∗-regular if the involution is proper (see
[12, Exercise 6A, §3]). Also recall [8, Theorem 3.1] stating that a ∗-regular ring R must
necessarily be finite.

Proposition 3.6. If the involution on K is positive definite and if the involution ∗ of
L(E) extends from L(E) to Q(E), then this extension is positive definite and Q(E) is a
finite ∗-regular ring.

Proof. Let us first show that the involution on Q(E) is positive definite. Assume that
for some n ≥ 1 we have

∑n
i=1 q

∗
i qi = 0 with qi ∈ Q(E). Write pi = q∗i so that we have∑n

i=1 pip
∗
i = 0. Assume that there is some qi, say q1, that is nonzero. In that case p1 is

nonzero too.
The ring Q(E) = Ql

tot(L(E)) is a left ring of quotients of L(E) and L(E) is dense in
Q(E) as a left L(E)-submodule of Q(E) (L(E) embeds into Ql

tot(L(E)) by [27, Theorem
4.1]). Thus, applying [21, Exercise 9, p. 284] we can find r ∈ L(E) such that rp1 6= 0 and
rpi ∈ L(E) for all i.

Now
∑n

i=1 pip
∗
i = 0 implies that 0 = r(

∑n
i=1 pip

∗
i )r
∗ =

∑n
i=1(rpi)(rpi)

∗ = 0. But
applying [11, Proposition 2.4] we have that ∗ is positive definite in L(E) if the involution
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on K is positive definite. Therefore we have that rpi = 0 for all i, which is a contradiction
with the fact that rp1 6= 0. Therefore qi = 0 for all i. This shows that the involution on
Q(E) is positive definite.

For a regular ring to be ∗-regular, it is sufficient for ∗ to be proper. Since ∗ is positive
definite on Q(E), ∗ is proper. Thus, Q(E) is ∗-regular. In addition, Q(E) is finite by [8,
Theorem 3.1]. �

Note that if E is a finite and acyclic graph, L(E) = Q(E) and so the involution extends
trivially. This is because L(E) of an acyclic graph is regular by [4, Theorem 1]. A regular
ring is equal to its total left (and right) ring of quotients ([27, Example 1, p. 235]). Thus,
L(E) = Q(E) since Q(E) is the total left ring of quotients of L(E).

The next example demonstrates that the involution does not always extend from L(E)
to Q(E).

Example 3.7. Let K be any field that has a positive definite involution (for example,
complex numbers with conjugated complex involution). Let E be the graph of a single
vertex v and two edges e, f .

•ve 55 f
uu

Then the involution does not extend from L(E) to Q(E).

Proof. If we assume that the involution extends from L(E) to Q(E), Q(E) would be
∗-regular and finite by Proposition 3.6. But this is not the case since e∗e = 1 and
ee∗ = 1− ff ∗ 6= 1 because ff ∗ 6= 0 (since otherwise f = f1 = ff ∗f = 0). So Q(E) is not
finite. Hence the involution does not extend from L(E) to Q(E). �

Any extension of the involution from L(E) to Q(E) has to be unique as the following
proposition shows.

Proposition 3.8. If the involution ∗ of L(E) extends from L(E) to Q(E), then this
extension is unique.

Proof. Assume that there are two involutions extending the involution of L(E) to Q(E).
Then their composition is a ring automorphism of Q(E) that leaves L(E) fixed. Consider
the difference f between this automorphism and the identity map. The map f has L(E)
in the kernel and so f factors to a map f : Q(E)/L(E)→ Q(E). We claim that f is zero
since it maps a torsion module into a torsion-free module. Indeed, Q(E) is torsion-free
by [27, Proposition 1.8, p. 198] with respect to the torsion theory that makes Q(E) into
the total left ring of quotients of L(E) (more details on this torsion theory can be found
in [27]). The module Q(E)/L(E) is the cokernel of the monomorphism L(E) ⊆ Q(E),
the natural map from L(E) to Q(E) = Ql

tot(L(E)). The cokernel Q(E)/L(E) is a torsion
module by [27, Lemma 1.5, p. 196]. Thus, f is a map from a torsion to a torsion-free
module and so it has to be zero. Hence f is zero as well and so the involution extends
uniquely. �

The next result shows that further equivalences can be added to the list of those in
Theorem 3.3 in case when the involution on K is positive definite.

Recall that a ∗-ring R is said to be symmetric if 1 + x∗x is invertible for every x. In
this case, R has a property that for every idempotent a there is a projection (selfadjoint
idempotent) p such that aR = pR ([12, Exercise 7C, p. 9]).
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Theorem 3.9. Let E be a finite graph. If the involution on K is positive definite, then
(15)–(19) are equivalent to (1)–(14).

(15) The involution ∗ extends from L(E) to Q(E).
(16) Q(E) is ∗-regular (for the involution inherited from L(E)).
(17) Q(E) is finite (for the involution inherited from L(E)).
(18) L(E) is extendible (i.e. ∗ extends to Ql

max(L(E))) and Q(E) = Ql
max(L(E)).

(19) Q(E) is a symmetric ∗-ring (for the involution inherited from L(E)).

Proof. (5) ⇒ (15). Let φ be the map from L(E) onto R =
(⊕l

i=1Mmi
(K[x, x−1])

)
⊕(⊕k

j=1Mnj
(K)

)
as in (5). This isomorphism induces the isomorphism (we call it also

φ) of the maximal left rings of quotients Q(E) = Ql
max(L(E)) (see Proposition 3.2) onto

Ql
max(R) =

(⊕l
i=1Mmi

(K(x))
)
⊕
(⊕k

j=1Mnj
(K)

)
. For an element q of Q(E) define the

involution by q∗ = φ−1(φ(q)∗). This is well defined by Proposition 3.2 and defines an
involution on Q(E) that extends the one on L(E) also by Proposition 3.2.

The implication (15) ⇒ (16) is Proposition 3.6.
The implication (16) ⇒ (17) is [8, Theorem 3.1].
The implication (17) ⇒ (1) follows from Proposition 3.1 since if Q(E) is finite, then

L(E) is finite as well.
(15) ⇔ (18). Note that (1) implies that Q(E) = Ql

max(L(E)) (this fact is in the proof
of Proposition 3.2). Since (15) + (1) implies (18) and (15) implies (1), we have that (15)
⇒ (18). Finally, (18) clearly implies (15).

(15) ⇒ (19). A ∗-regular ring with 2-proper (x∗x + y∗y = 0 implies x = y = 0)
involution is symmetric ([12, Exercise 9A p. 232]). Thus, a ∗-regular ring with positive
definite involution is symmetric. Condition (15) and Proposition 3.6 imply that Q(E) is
a ∗-regular ring with positive definite involution.

(19) ⇒ (16). A ∗-ring that is symmetric and regular is ∗-regular (since symmetric and
Rickart implies Rickart ∗, and Rickart ∗ and regular implies ∗-regular, [12, Exercises 6A,
7A p. 18]). �

Remark 3.10. Conditions (1) – (14) imply that Q(E) is Baer (as any left or right self-
injective and regular ring is Baer, see [21, Corollary 7.53]). Conditions (15) – (18) imply
that Q(E) is Baer ∗-ring (since ∗-regular and Baer ring is regular Baer ∗-ring).

Example 3.11. If E is a finite no-exit graph, Q(E) does not have to be symmetric if the
involution of K is not positive definite. For example, if E is a loop (i.e. graph with one
vertex and one edge), then LZ2(E) = Z2[x, x−1] ([1, Example 1.4]) and QZ2(E) = Z2(x).
This algebra is not symmetric because 1 + xx∗ = 1 + xx−1 = 1 + 1 = 0 is not invertible.

Also, the involution on QZ2(E) is not proper so QZ2(E) is not ∗-regular. Thus we see
that (1)–(14) hold but not (16), for example. So, this example shows that condition (15)–
(18) are not necessarily equivalent with (1)–(14) if the involution of the field K is not
positive definite.

Theorem 3.9 extends the class of known rings for which the Handelman’s conjecture
holds. Recall that the Handelman’s conjecture ([16, Problem 48, p. 380]) is asking if
every ∗-regular ring is directly finite and if it is unit-regular. In [11, Corollary 4.2] it
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was shown that every ∗-regular Leavitt path algebra is unit-regular. From this result also
follows that a ∗-regular Leavitt path algebra is directly finite (since a unit-regular ring is
directly finite by [16, Proposition 5.2].)

Theorem 3.9 asserts that the Handelman’s conjecture holds for the class of regular
algebras of Leavitt path algebras: in case when the involution on K is positive definite
and Q(E) is equipped with the involution originating from L(E), the regular algebra
Q(E) is ∗-regular and both directly finite and unit-regular.

4. Q(E) as a ring of quotients

In this section, we explore the properties of Q(E) as both one-sided and symmetric
ring of quotients. Let us recall a few facts on rings of quotients first. Let Fr be a right
Gabriel filter (i.e. a set of right ideals of a ring R that defines a hereditary torsion theory
τ , see [27] for more details). The right ring of quotients of R with respect to Fr (and
τ) is denoted by RFr . This ring can be represented as lim−→

I∈Fr

Hom(I, R
T (R)

) where T (R) is

the torsion submodule of R. Equivalently, q is an element of RFr if there is a right ideal
I ∈ Fr and a right module homomorphism f : I → R

T (R)
such that f(x) = qx for every

x ∈ I. A left-sided version is defined similarly.
Now consider an involutive ring R. We define a left Gabriel filter Fl and a right

Gabriel filter Fr to be conjugated if and only if F∗l = Fr (i.e. I ∈ Fr if and only if
I∗ = {r∗ | r ∈ I} ∈ Fl).

Proposition 4.1. Let R be an involutive ring and Fl and Fr conjugated left and right
Gabriel filters. If the involution extends to RFr then RFr is also a left ring of quotients
and Fl

R = RFr . Similarly, if it extends to Fl
R, then Fl

R is a right ring of quotients and

Fl
R = RFr .

Proof. Let τr = (Tr,Fr) and τl = (Tl,Fl) denote the torsion theories of right and left
R-modules that Fr and Fl determine. Note that the involution maps the left torsion
submodule Tl(R) onto the right torsion submodule Tr(R). This is because r ∈ Tr(R) if
and only if rI = 0 for some right ideal in Fr. But then I∗r∗ = 0 and I∗ is in Fl and so
r∗ ∈ Tl(R). Similarly, r ∈ Tl(R) implies that r∗ ∈ Tr(R).

Let now q be in RFr . Since the involution extends to RFr , q
∗ is in RFr as well. So, there is

a right ideal I ∈ Fr and a right R-homomorphism f : I → R/Tr(R) such that f(x) = q∗x.
Then I∗ is a left ideal and the map f ∗ : I∗ → R/Tl(R) defined by f ∗(x) = f(x∗)∗ is such
that f ∗(x) = xq. Thus q is in Fl

R. The converse is proven similarly: if q is in Fl
R and I a

left ideal with a homomorphism f : I → R/Tl(R) such that f(x) = xq, then I∗ is a right
ideal and f ∗ : I∗ → R/Tr(R) given by f ∗(x) = f(x∗)∗ is such that f ∗(x) = q∗x. Thus q∗

is in RFr . But then q = (q∗)∗ is in RFr as well. �

If Fl and Fr are left and right Gabriel filters, the symmetric filter lFr induced by Fl
and Fr is defined to be the set of (two-sided) ideals of R containing ideals of the form
IR + RJ , where I ∈ Fl and J ∈ Fr (equivalently, the set of right ideals of R ⊗Z R

op

containing ideals of the form J ⊗ Rop + R ⊗ I). This defines a Gabriel filter by [22, p.
100]. The corresponding torsion theory induced by τl and τr is denoted by lτr. If M is
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an R-bimodule, Tl(M), Tr(M) and lTr(M) torsion submodules of M for τl, τr and lτr
respectively, then lTr(M) = Tl(M) ∩ Tr(M).

In [22] and [24], Ortega considers the symmetric ring of quotients Fl
RFr (or lRr for

short) with respect to lFr to be

lRr = lim−→
K∈lFr

Hom(K,
R

lTr(R)
)

where the homomorphisms in the formula are R-bimodule homomorphisms. Ortega shows
that an equivalent approach can be obtained considering compatible pairs of homomor-
phisms. If I ∈ Fl, J ∈ Fr, f : I → R and g : J → R are homomorphisms with
R = R/lTr(R), then (f, g) is a compatible pair if f(i)j = ig(j) for all i ∈ I, j ∈ J. Define
the equivalence relation by (f, g) ∼ (h, k) if and only if f |I′ = h|I′ for some I ′ ∈ Fl and
g|J ′ = k|J ′ for some J ′ ∈ Fr. Then there is a bijective correspondence between elements of

lRr and the equivalence classes of compatible pairs of homomorphisms ([22, Proposition
4.37] or [24, Proposition 1.4]) such that an element q of lRr can be represented by (f, g)
f : I → R and g : J → R if f(i) = iq and g(j) = qj for all i ∈ I and j ∈ J. In [22] and
[24], Ortega further defines the symmetric module of quotients Fl

MFr with respect to left
and right Gabriel filters Fl and Fr of an R-bimodule M .

We prove the following property of symmetric rings of quotients of involutive rings.

Proposition 4.2. Let R be a ring with involution and Fl and Fr left and right Gabriel
filters conjugated to each other.

(i) The involution extends to the symmetric ring of quotients lRr.
(ii) If R is τr-torsion-free (τl-torsion-free) and the involution extends to RFr (Fl

R) then
RFr = Fl

R = lRr.

Proof. First note that lTr(R)∗ = (Tl(R) ∩ Tr(R))∗ = Tr(R) ∩ Tl(R) = lTr(R) if Fl and Fr
are conjugated to each other.

(i) Let (f, g) be a compatible pair representing the equivalence class of an element q of
the symmetric ring of quotients lRr. Let R = R/lTr(R), I ∈ Fl, J ∈ Fr, and f : I → R
and g : J → R be homomorphisms with f(i) = iq and g(j) = qj. We can assume that
J = I∗ (otherwise, we can replace the pair (f, g) by an equivalent pair of homomorphisms
defined on a left ideal generated by I ∪ J∗ and a right ideal generated by I∗ ∪ J).

To define q∗, consider a pair (g∗, f ∗) with g∗ : I → R and f ∗ : I∗ → R defined
by g∗(i) = g(i∗)∗ and f ∗(j) = f(j∗)∗. It is a compatible pair since g∗(i)j = g(i∗)∗j =
(j∗g(i∗))∗ = (f(j∗)i∗)∗ = if(j∗)∗ = if ∗(j). This compatible pair represents the element q∗

since g∗(i) = g(i∗)∗ = (qi∗)∗ = iq∗ and f ∗(j) = f(j∗)∗ = (j∗q)∗ = q∗j.
(ii) Note that lRr embeds in RFr by sending the class of a compatible pair (f, g) to the

equivalence class of g. If the involution extends to RFr , then RFr = Fl
R by Proposition

4.1.
If R is τr-torsion-free, Tr(R) = 0 and so Tl(R) = (Tr(R))∗ = 0 and lTr(R) = Tl(R) ∩
Tr(R) = 0 also. We claim that RFr embeds into lRr. To see this, let q ∈ RFr be represented
by g : J → R for some J ∈ Fr. Since q is also in Fl

R, there is a left ideal I and a map
f : I → R that represents q as an element of Fl

R. Then (f, g) is a compatible pair
representing q as an element of lRr since f(i)j = (iq)j = i(qj) = ig(j). �
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If Fl is the filter of dense left and Fr a filter of dense right ideals, the symmetric ring
of quotients induced by Fl and Fr is the maximal symmetric ring of quotients Qσ

max(R)
(introduced in [29], studied in [20] and [23]). In particular, the classes of dense left and
right ideals are conjugated so Proposition 4.1 and Proposition 4.2 can be applied to these
filters.

The following lemma shows that perfect symmetric rings of quotients of involutive rings
are also obtained via conjugated filters.

Lemma 4.3. If R is an involutive ring and S a perfect symmetric ring of quotients with
an injective localization map q : R → S, then the involution extends to S making q a
∗-homomorphism. With this involution, the left filter Fl = {I|Sq(I) = S} is conjugated
to the right filter Fr = {J |q(J)S = S}.
Proof. If S a perfect symmetric ring of quotients with localization map q, then S is a
symmetric ring of quotients with respect to the torsion theory induced by the left filter
Fl = {I|Sq(I) = S} and the right filter Fr = {J |q(J)S = S} by [32, Theorem 4.1]. Note
that if I ∈ Fl, and J ∈ Fr, then the left ideal I+J∗ is in Fl and the right ideal I∗+J is in
Fr. So, a compatible pair (f, g) such that f : I → R and g : J → R can be exchanged by
a compatible pair equivalent to it (call it (f, g) again) defined on two ideals conjugated to
each other. For s ∈ S represented by such (f, g), we can define s∗ ∈ S by representing it
with the compatible pair (g∗, f ∗) defined in the same way as in the proof of Proposition
4.2.

This definition makes q a ∗-homomorphism: for r ∈ R the image q(r) can be represented
by a compatible pair (Rr, Lr) where Lr is the left and Rr is the right multiplication by
r. Then the element q(r)∗ is represented by (L∗r, R

∗
r) which is exactly (Rr∗ , Lr∗) that

represents q(r∗). Thus q(r∗) = q(r)∗ for all r ∈ R.
With such involution on S, it is easy to see that I ∈ Fl if and only if I∗ ∈ Fr. So, the

filters are conjugated. �

In [32], the total symmetric ring of quotients Qσ
tot is defined as a symmetric version of

the total one-sided rings of quotients Qr
tot and Ql

tot. From Lemma 4.3, it follows that the
involution extends to the total symmetric ring of quotients Qσ

tot(R). Note that R always
embeds into Qσ

tot(R) ([32, Theorem 5.1]) so the assumptions of Lemma 4.3 are satisfied.
Also R also embeds in Qr

tot(R), Ql
tot(R) (see [27, Theorem 4.1]) so Proposition 4.1 and

Proposition 4.2 can be applied as well. Thus, the following corollary holds.

Corollary 4.4. Let R be an involutive ring.

(i) The involution extends to Qσ
max(R) and Qσ

tot(R).
(ii) If the involution extends to Qr

max(R) or Ql
max(R), then Qr

max(R) = Ql
max(R) =

Qσ
max(R).

(iii) If the involution extends to Qr
tot(R) or Ql

tot(R), then Qr
tot(R) = Ql

tot(R) = Qσ
tot(R).

Let us consider Leavitt path algebras now. We have seen that the equivalent conditions
(1)–(14) imply that Q(E) = Ql

max(L(E)) = Ql
tot(L(E)). In case that (15)–(19) hold as

well, the involution extends to Q(E). Thus the following holds.

Corollary 4.5. If the involution on K is positive definite, then conditions (1)–(19) are
equivalent with
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(20) Q(E) is a symmetric ring of quotients induced by conjugated filters.
(21) Q(E) = Qσ

max(L(E)).
(22) Q(E) = Qσ

tot(L(E)).

Proof. Any of (20), (21) or (22) implies (15) by Proposition 4.2. Conversely, (15) implies
(21) and (22) by Corollary 4.4. Finally, (21) or (22) trivially imply (20). �

If E is a finite graph, Q(E) is the total left ring of quotients of L(E) even if it may
not be equal to Ql

max(L(E)) in case that L(E) is not noetherian. However, since L(E) is
hereditary (thus semihereditary as well), the description of the total left ring of quotients
from [31, Theorem 12] can be used to describe Q(E) via Ql

max(L(E)). Thus,

Q(E) = {q ∈ Ql
max(L(E)) | Iq ⊆ R for a left ideal I with Ql

max(L(E))I = Ql
max(L(E))}.

5. Further equivalences and K0-theorem

Rings with involution for which the involution extends to one-sided maximal rings of
quotients have been studied in the past (e.g. [19], [25]). For Leavitt path algebras with
(1)–(22), the involution can be extended to the left maximal rings of quotients. This
fact implies some further properties that we discuss in this section. In the following
proposition and its proof, Qr

max stands for Qr
max(L(E)), Ql

max stands for Ql
max(L(E)) and

similar abbreviations are used for the total and classical rings of quotients of L(E) as
well.

Proposition 5.1. If E is a finite graph and K a field with positive definite involution,
then the following conditions are equivalent with (1)–(22).

(23) Qr
max = Ql

tot.
(24) Every finitely generated nonsingular L(E)-module is projective.
(25) Qr

max ⊗L(E) Q
r
max
∼= Qr

max via q ⊗ s 7→ qs and Qr
max is flat as a right and left

R-module.
(26) Qr

max = Ql
tot = Qr

tot.
(27) Mn(L(E)) is right strongly Baer (i.e. every complemented right ideal is generated

by an idempotent) for every n.
(28) Every finitely generated L(E)-module M is such that M ⊗L(E) Q(E) = M ⊗L(E)

Qr
max.

(29) Qr
max = Ql

cl.

Moreover, these conditions imply that M⊗L(E)Q
r
max is isomorphic to the injective envelope

E(M) for any nonsingular right L(E)-module M. Also, the following rings of quotients
are all equal to Q(E) Qr

max = Ql
max = Qσ

max = Qr
tot = Ql

tot = Qσ
tot = Qr

cl = Ql
cl.

Proof. First we prove (23)⇒ (24)⇒ (25)⇒ (26)⇒ (23). Then we show that these condi-
tions are equivalent with (1)–(22). Finally, we demonstrate that (27)–(29) are equivalent
to the rest.

Condition (23) implies that Qr
max is a perfect left ring of quotients of L(E). Since L(E)

is (right) semihereditary, condition (24) follows by [27, Corollary 7.4, p.259].
Also by [27, Corollary 7.4, p.259] (see the last sentence of it), (24) implies that Qr

max

both a perfect left and a perfect right ring of quotients. Since such quotients have property
(25) (see [32, Theorem 4.1]), (24) implies (25).
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Condition (25) implies that Qr
max is a perfect left and a perfect right ring of quotients.

In that case, it is also a perfect symmetric ring of quotients. By Lemma 4.3, the involution
extends to Qr

max. Hence Qr
max = Ql

max = Qσ
max by Corollary 4.4. Since (25) also implies

that Qr
max ⊆ Qr

tot and Qr
max ⊆ Ql

tot, the equalities follow since Qr
max ⊆ Qr

tot ⊆ Qr
max and

Qr
max ⊆ Ql

tot ⊆ Ql
max = Qr

max. So, (26) holds.
Condition (26) trivially implies (23).
Condition (26) implies (22). This is because Ql

tot = Qr
tot implies that Ql

tot = Qr
tot = Qσ

tot

and this implies (22) because Q(E) is always equal to Ql
tot. Conversely, if (22) holds, then

(21) and (18) hold as well and so Qσ
tot is equal to Ql

tot = Ql
max, thus Qr

tot as well, and Qσ
tot

is also equal to Qσ
max and Qr

max by part (ii) of Corollary 4.4. Thus (26) holds.
[14, Theorem 2.4] states that (27) is equivalent to the statement that L(E) is right

semihereditary with Qr
max that is a perfect left and a perfect right ring of quotients. Since

this last condition is precisely (25) and L(E) is indeed right semihereditary, (25) and (27)
are equivalent.

(23) ⇔ (28). From Q(E) = Ql
tot, we have that (23) implies (28). Taking M = L(E) in

(28), we obtain (23).
Condition (13) implies that L(E) is a semiprime left and right Goldie ring. This is

because L(E) is semiprime, left and right nonsingular and has finite uniform dimension if
we assume (13), so it is a semiprime two-sided Goldie ring ([21, Theorem 11.13]). Thus,
it is left and right Ore with Ql

max = Ql
cl and Qr

max = Qr
cl ([21, Corollary 13.15]). A left

and right Ore ring has Qr
cl = Ql

cl ([21, Remark 10.17]). Thus Qr
max = Ql

cl and (29) follows.
Conversely, we show that (29) implies (24). Since Ql

cl is a perfect left ring of quotients
([27, Example p.230]), (29) implies that Qr

max is a perfect left ring of quotients. Since
L(E) is right semihereditary, (24) follows by [27, Corollary 7.4].

The last sentence of the proposition holds by [27, Corollary 2.8, p. 248]. �

Remark 5.2. Note that the algebra Mn(L(E)) is isomorphic to the Leavitt path algebra
L(MnE) where MnE is the graph obtained by adding the oriented line of length n − 1
to every vertex of E (see [5, Definition 9.1 and Proposition 9.3]). Note that this gives us
Mn(Q(E)) ∼= Q(MnE) as well. This follows from the fact that Q(E) = Ql

tot(L(E)) and
that Mn(Ql

tot(R)) ∼= Ql
tot(Mn(R)) for any ring R.

We use Proposition 5.1 to obtain a specific description of the inverse of the isomor-
phism V (L(E)) → V (Q(E)) of the monoids of equivalence classes of finitely generated
projectives over L(E) and Q(E). In [9, Theorem 3.5], it is shown that there is natural
isomorphism between V (L(E)) and an abelian monoid ME defined via the generators
{av | v ∈ E0} and subject to relations

av =
∑
ar(e) for all e ∈ E1 with v = s(e) and every v ∈ E0 that emits edges

if E is row-finite. [6, Theorem 3.1] proves that there is a canonical isomorphism between
ME and V (Q(E)). In particular, from the proof it follows that the isomorphism ϕ :
V (L(E)) → V (Q(E)) is induced by the map P 7→ P ⊗L(E) Q(E). Our goal is to prove
that the inverse of the isomorphism ϕ is induced by P 7→ P ∩ L(E)n if P is a finitely
generated projective Q(E)-module that can be embedded in Q(E)n.

The relation between L(E) and Q(E) in certain ways parallels the one between a finite
von Neumann algebra (or a Baer ∗-ring satisfying axioms as in [30]) and its algebra of
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affiliated operators (or the regular ring of a Baer ∗-ring). So, the proof of Lemma 5.3 in
what follows parallels that of [30, Lemma 8]. Also, the proof of Theorem 5.4 parallels
the proof of [30, Corollary 25]. First, let us recall a few preliminary facts. Let R be
any ring and M a nonsingular R-module. By [21, Corollary 7.44’], there is a one-to-one
correspondence between closed submodules of M and those of E(M) (for the definition
of closed submodules, see [21, Definition 7.31]). By the remark after the proof of [21,
Corollary 7.44’], the closed submodules of E(M) are precisely the direct summands of
E(M). Moreover, if N is a closed module of M , then its closure in E(M) is a copy of the
injective envelope E(N). By [21, Proposition 7.44], a submodule N of M is closed if and
only if N is a complement in M . This gives us a one-to-one correspondence

{complements in M} ←→ {direct summands of E(M)}

given by N 7→ the closure of N in E(M) that is equal to a copy of E(N). The inverse
map is given by L 7→ L ∩M (see the proof of [21, Corollary 7.44’]). This gives us the
following lemma.

Lemma 5.3. Let K be a field with positive definite involution, L(E) be a noetherian
Leavitt path algebra and let P be a right L(E)-submodule of L(E)n for some non-negative
n. The following conditions are equivalent:

(i) P is a complement in L(E)n.
(ii) P is closed in L(E)n.

(iii) There is an idempotent p ∈Mn(L(E)) such that P = im p.
(iv) P is a direct summand of L(E)n.

Proof. Since L(E) is a nonsingular ring ([26, Proposition 4.1]), L(E)n is a nonsingular
module. Thus, (i) and (ii) are equivalent as noted in the paragraph preceding the lemma.
It is also clear that (iii) and (iv) are equivalent.

Since a direct summand is a complement, (iv) implies (i). Finally, we show that (ii)
implies (iv). Let P be a closed submodule of L(E)n. Then L(E)n/P is nonsingular by [21,
Theorem 7.28]. Thus, L(E)n/P is finitely generated nonsingular module. Then L(E)n/P
is projective by condition (24) of Proposition 5.1. So, the embedding of P into L(E)n

splits and thus P is a direct summand of L(E)n. �

Now we can prove the following theorem.

Theorem 5.4. Let K be a field with positive definite involution and L(E) a noetherian
Leavitt path algebra.

(i) For every finitely generated nonsingular (equivalently projective) L(E)-module P ,
there is a one-to-one correspondence

{direct summands of P} ←→ {direct summands of E(P ) = P ⊗L(E) Q(E)}

given by N 7→ N ⊗L(E) Q(E) = E(N). The inverse map is given by L 7→ L ∩ P.
(ii) The isomorphism ϕ : V (L(E))→ V (Q(E)) induced by the map P 7→ P⊗L(E)Q(E)

has the inverse induced by P 7→ P ∩ L(E)n if P is a finitely generated projective
Q(E)-module that can be embedded in Q(E)n.
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Proof. (i) follows directly from Lemma 5.3, the paragraph preceding it and the fact that
P ⊗L(E) Q(E) is the injective envelope of P for a nonsingular P (see the last sentence of
Proposition 5.1). (ii) follows directly from (i). �

6. Isomorphism conjecture

A well-known theorem by Gardner [15, Theorem B] shows that if two C∗-algebras are
isomorphic as algebras, then they are isomorphic as ∗-algebras. With this in mind, in [5,
p. 20], G. Abrams and M. Tomforde posed several isomorphism conjectures.

Conjecture 1 (C1). If LC(E) ∼= LC(F ) as algebras, then LC(E) ∼= LC(F ) as ∗-algebras.

Conjecture 2 (C2). If LC(E) ∼= LC(F ) as algebras, then C∗(E) ∼= C∗(F ) as ∗-algebras.

Isomorphism Conjecture for Graph Algebras (IC). If LC(E) ∼= LC(F ) as rings,
then C∗(E) ∼= C∗(F ) as ∗-algebras.

It is known (see [5, Corollary 4.5]) that if LC(E) ∼= LC(F ) as ∗-algebras, then C∗(E) ∼=
C∗(F ) as ∗-algebras. Thus, (C1) implies (C2).

For these conjectures, it is assumed that the involution on C is fixed to be the complex-
conjugate involution [5, Definition 2.1]. If the involution in (C1) is not fixed, the conjecture
trivially fails as the next example shows.

Example 6.1. Let id denote the identity involution on C and let denote the complex-
conjugate involution. Since (C, id) ∼= (C, ) as fields, L(C,id)(E) ∼= L(C, )(E) as algebras.
However, L(C,id)(E) and L(C, )(E) are not isomorphic as ∗-algebras: if f is a ∗-isomorphism
then i = if(1) = f(i) = f(i∗) = f(i)∗ = (f(1)i)∗ = i∗f(1)∗ = −if(1) = −i. A
contradiction.

Working with general Leavitt path algebras does not imply any specific ties to the
field of complex numbers equipped with the complex-conjugated involution. Thus, we
generalize (C1) to a conjecture we call the Generalized Isomorphism Conjecture. We also
add a stronger version of it – the Generalized Strong Isomorphism Conjecture.

Generalized Isomorphism Conjecture (GIC). Let K be a field with (fixed) involu-
tion. If LK(E) ∼= LK(F ) as algebras, then LK(E) ∼= LK(F ) as ∗-algebras.

Generalized Strong Isomorphism Conjecture (GSIC). Let K be a field with (fixed)
involution. If LK(E) ∼= LK(F ) as rings, then LK(E) ∼= LK(F ) as ∗-algebras.

Note that (GIC) implies (C1) and (C2) and (GSIC) implies (IC) (by [5, Corollary 4.5])
and (GIC).

As we have seen in the example above, (GIC) and (GSIC) fail if the involution on K is
not fixed. Also, it is easy to see that a fixed isomorphism of Leavitt path algebras does
not have to be a ∗-isomorphism.

Example 6.2. Let K be any field of characteristic different from 2 with any involution.
Consider the Leavitt path algebra LK(E) over the 2-line graph.

v• e // •w
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LK(E) is ∗-isomorphic to the algebra M2(K) of 2×2 matrices over K via the isomorphism
φ of Proposition 3.2. Now consider any invertible but non-unitary matrix from M2(K). For

example, we can take A =

[
2 0
0 1

]
since char(K) 6= 2. The map fA(X) = AXA−1 is an

automorphism of M2(K) that is not a ∗-isomorphism. Then φ−1fAφ is an automorphism
of LK(E) that is not a ∗-isomorphism.

In [5], it is shown that (C1) and (IC) hold when E and F are acyclic graphs [5, Propo-
sition 7.4]. It is also shown that (IC) holds if E and F are row-finite cofinal graphs with
at least one cycle and such that every cycle has an exit [5, Proposition 8.5].

We give a positive answer for (GSIC) (thus for (GIC) and (IC) as well) for the Leavitt
path algebras of finite no-exit graphs.

Theorem 6.3. Let E and F be finite no-exit graphs. The following conditions are equiv-
alent.

(i) L(E) ∼= L(F ) (as rings).
(ii) L(E) ∼= L(F ) (as algebras).

(iii) L(E) ∼= L(F ) (as ∗-algebras).

Proof. Suppose that L(E) ∼= L(F ) as rings. By Theorem 2.1, there exist integers l,

k, l′, k′, mi, nj, m
′
i, n

′
j such that L(E) is isomorphic to R =

(⊕l
i=1Mmi

(K[x, x−1])
)
⊕(⊕k

j=1 Mnj
(K)

)
and L(F ) isomorphic to S =

(⊕l′

i=1Mm′i
(K[x, x−1])

)
⊕
(⊕k′

j=1Mn′j
(K)

)
as algebras. By Proposition 3.2, these isomorphisms are ∗-isomorphisms. Denote the ∗-
isomorphism L(E)→ R by φE and the ∗-isomorphism L(F )→ S by φF . The ring isomor-
phism L(E) ∼= L(F ) induces the ring isomorphism R ∼= S. Denote this last isomorphism
by Φ.

We show that l = l′, k = k′ and the sizes of the matrices match after reordering. Thus,
there is a ∗-isomorphism f between R and S and the ∗-isomorphism φ−1

F fφE from L(E)
onto L(F ).

First assume that l > 0 and consider the ideal I := Mm1(K[x, x−1]) ⊕ 0 ⊕ · · · ⊕ 0.

There exist ideals Ii of K[x, x−1] and Jj of K such that Φ(I) =
(⊕l′

i=1 Mm′i
(Ii)
)
⊕(⊕k′

j=1 Mn′j
(Jj)

)
.

In particular we have the ring isomorphism

Mm1(K[x, x−1]) ∼=

(
l′⊕
i=1

Mm′i
(Ii)

)
⊕

(
k′⊕
j=1

Mn′j
(Jj)

)
,

which yields, by taking centers, the ring isomorphism

K[x, x−1]Idm1
∼=

(
l′⊕
i=1

Z(Ii)Idm′i

)
⊕

(
k′⊕
j=1

Z(Jj)Idn′j

)
,

where for any m ∈ N, Idm denotes the identity matrix of size m. But since Z(Ii) = Ii,
Z(Jj) = Jj, and K[x, x−1] does not have zero divisors, the equation above is only possible
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if all but one Ii or Jj are zero. Assume Ii 6= 0 for some i. Then

Mm1(K[x, x−1]) ∼= I ∼= Φ(I) = 0⊕ · · · ⊕ 0⊕Mm′i
(Ii)⊕ 0 · · · ⊕ 0 ∼= Mm′i

(Ii).

Apply [21, Exercise 14, p. 480] to get that m1 = m′i and that K[x, x−1] ∼= Ii. In
particular, Ii is a unital ring. Since Ii consists of polynomials, a degree argument shows
that the only identity element possible for Ii is 1 ∈ K[x, x−1]. So Ii must equal K[x, x−1].

Similarly we can see that if Jj 6= 0, then we would have that K[x, x−1] ∼= Jj. This is
impossible since Jj is either 0 or K, so this case cannot happen.

Then, we have the following equality:

Φ(I) = 0⊕ · · · ⊕ 0⊕Mm1(K[x, x−1])⊕ 0 · · · ⊕ 0.

So we can mod out both I and Φ(I) in the isomorphism Φ to obtain an induced iso-
morphism in the quotients, therefore completely removing one Laurent polynomial-type
matrix component on each side.

This, in particular, shows that l′ > 0. In the same way, by using Φ−1, we obtain that
l′ > 0 implies l > 0 as well. Therefore we have l > 0 if and only if l′ > 0. By following a
descending process as above, this shows that l = l′ and that there exists a permutation σ
such that σ(mi) = m′i.

Furthermore, after conveniently removing all the matrices over Laurent polynomials we
are left with a ring isomorphism

Φ :

(
k⊕
j=1

Mnj
(K)

)
→

(
k′⊕
j=1

Mn′j
(K)

)
.

In this situation we can apply Wedderburn-Artin Theorem to readily have that k = k′

and that there exists a permutation τ such that τ(nj) = n′j.
All this, together with Proposition 3.2, shows that (i)⇒ (iii). The implications (iii)⇒

(ii) ⇒ (i) are trivial. �

We provide here an affirmative answer to both (GSIC) and (IC) for the class of Leavitt
path algebras considered in this paper.

Corollary 6.4. (GSIC) holds for the class of noetherian Leavitt path algebras. In partic-
ular, (IC) holds for the class of finite no-exit graphs.

Proof. Apply Theorem 6.3 and [5, Corollary 4.5]. �

Finally, it is interesting to note the following. On one hand, the Leavitt path algebras
over finite no-exit graphs satisfy (IC) by Corollary 6.4. On the other hand, Leavitt path
algebras over row-finite and cofinal graphs in which every cycle has an exit also satisfy
(IC) by [5, Proposition 8.5] (the assumption that there has to be at least one cycle in [5,
Proposition 8.5] can be dropped since acyclic graphs also satisfy (IC)). This gives us that
the Leavitt path algebras over the finite and cofinal graphs on the two opposite sides of
the spectrum (either no exits at all or exits from every cycle) both satisfy (IC). This gives
reasons for hope that (IC) may hold for Leavitt path algebras of graphs in between these
two extreme cases.
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[32] L. Vaš, Perfect symmetric rings of quotients, J. Algebra Appl., 8 (5) (2009), 689 – 711.
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