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Abstract

Maximal Abelian subgroups of diagonalizable automorphisms of Lie algebra (so-called
MAD-groups) play a crucial role in the construction of fine gradings of Lie algebra. Our aim is
to give a description of MAD-groups for real forms of classical Lie algebras. We introduce four
types of matrix subgroups ofGl(n,C) calledOut-groups,Ad-groups,Out∗-groups andAd∗-
groups. For each type of these subgroups, we define a relation of equivalence. The problem of
classifying of all non-conjugate MAD-groups on real forms ofsl(n,C), o(n,C) or sp(n,C)
is transformed to the problem of classifying these equivalence classes. The classification of
these equivalence classes is presented here. © 2000 Published by Elsevier Science Inc. All
rights reserved.
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1. Introduction

In physics, mathematics and elsewhere, real forms of classical Lie algebras are
among the most frequently applied parts of Lie theory. The results of this paper shed
new light on the structure of real forms.
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2 M. Havĺı ček et al. / Linear Algebra and its Applications 314 (2000) 1–47

The main result of this paper is a complete and explicit description of the Maximal
Abelian subgroups of diagonalizable automorphisms (MAD-groups) in the group of
automorphisms of the real forms. The motivation for this work is the prime impor-
tance of MAD-group for the classification of the fine gradings of reals forms of a Lie
algebra. (Recall that a grading is fine if it cannot be further refined [3,14].)

There are numerous and varied applications of gradings of Lie algebras in the
literature. The best known examples are the gradings by maximal tori of the simple
Lie algebras overC, also called Cartan or root decompositions. Indeed, such gra-
dings underlie most of our ability to compute with the representations of such Lie
algebras, as gradings transform the inherently continuous problems of Lie theory to
discrete problems involving roots, weight lattices and the corresponding reflection
groups (Weyl groups) (see for example [2]). In contrast to fine gradings, the coarsest
gradings are obtained from the cyclic groupZ2 of order 2. The role ofZ2 gradings
is well known in the classification of the real forms of a semisimple Lie algebras,
as the compact and non-compact part of such an algebra are the eigenspaces of the
correspondingZ2 transformations.

A systematic study of all the gradings of a given complex Lie algebra has only
recently [5,14] been completed, and it is natural to make a similar study of real Lie
algebras.

A number of applications exploiting the grading structures of Lie algebras have
appeared mostly in the physics literature. Typically, they are related to studies of
grading preserving deformations of Lie algebras [1,9]. The present work is a natural
extension of [5], where the same problem was solved for the classical Lie algebras
over the complex number field. The complications arising by the restriction fromC

to R are of two types: Firstly each complex simple Lie algebra splits into several
cases, corresponding to its real forms. Secondly, many automorphisms, which were
equivalent overC, have to be distinguished overR. The best known case is the max-
imal torus. All tori are conjugate overC, but not overR. In spite of this, it turns out
that the real case has some inherent simplicity which is not obvious for complex Lie
algebras.

The article consists of seven sections and an appendix. Section 1 is preparato-
ry for our study; in Section 2, the abstract problem is set up in terms of matrices.
Sections 3 and 4 are devoted to the study of special groups of matrices. The main
results on the real forms of the Lie algebragl(n,C) are contained in Theorems 5.1.1,
5.2.1, 5.3.1 and 5.3.2 of Section 5. The main results on the real forms of orthogonal
and symplectic Lie algebras are in Theorems 6.1.1, 6.2.1, 6.3.1 and 6.4.1. Several
examples are worked out in Section 7. Appendix A contains some relevant lemmas
from matrix calculus.

1.1. Real forms of classical complex Lie algebras

In this section, we recall pertinent properties of the real forms of classical Lie
algebras.
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Any real form of Lie algebraL is determined by an involutive antiautomorphism
J and has a form

LJ = {x ∈ L | Jx = x}.
Many of these real forms are isomorphic: to be more precise, two real forms corre-
sponding toJ1 andJ2 are isomorphic if there exists an automorphismP ∈ Aut L
such thatP LJ1 = LJ2.

Recall some well-known facts [7, Theorem 6, p. 308] concerning automorphism
groups of our algebras. Let us denote byJ0 the complex conjugation onL; J0 is
the simplest involutive antiautomorphism. Each antiautomorphism onL has a form
J = J0 F , whereF is an automorphism onL. Moreover, one must chooseF in such
a way, thatJ = J0 F is involutive, i.e.

J2 = (J0 F)
2 = Identity. (1)

The antiautomorphisms of algebraL = gl(n,C), o(n,C) or sp(n,C) are well known
[10].
(i) The group of automorphismAut gl(n,C) of the general linear Lie algebra

consists of the subgroup of inner automorphismsAdA,

AdAX := A−1XA with A ∈ Gl(n,C), X ∈ gl(n,C),

and the set of outer automorphismsOutA,

OutAX := −(A−1XA)T for A ∈ Gl(n,C), X ∈ gl(n,C).

(ii) The group of automorphismsAut o(n,C) of the orthogonal Lie algebra

o(n,C) = {X ∈ gl(n,C) |X + XT = 0}
consists, with the exception ofn = 3,6,8, of inner automorphisms only; in
other words

Aut o(n,C) = Ad O(n,C) := {AdA |A ∈ Gl(n,C), AAT = I }.
(iii) In the case of symplectic Lie algebra

sp(n,C) = {X ∈ gl(2n,C) |XJ + JXT = 0},
where

J ≡ σ2 ⊗ In =
(

0 1
−1 0

)
⊗ In,

the group of automorphisms is

Aut sp(n,C) = Ad Sp(n,C) := {AdA |A ∈ Gl(2n,C), AJAT = J }
for n > 3.

The group of automorphisms in the remaining cases can be obtained by known
isomorphisms: o(3,C) ∼ sl(2,C), o(6,C) ∼ sl(4,C), sp(1,C) ∼ sl(2,C) and
sp(2,C) ∼ o(5,C). The only case not covered by the theorem iso(8,C).

CombiningJ = J0 F and the requirement of Eq. (1), we obtain:



4 M. Havĺı ček et al. / Linear Algebra and its Applications 314 (2000) 1–47

Lemma 1.1.1.
(i) Each involutive antiautomorphism ongl(n,C) has either a formJ = J0 AdK ,

where K is circular or anticircular matrix(i.e.K K = I or K K = −I , where
the bar denotes complex conjugation) or a form J = J0 OutE, where E is a
non-singular hermitian matrix(i.e.E = E∗).

(ii) Each involutive antiautomorphism ono(n,C), n /= 8, has a formJ = J0 AdK,

where the matrix K satisfiesKK = ±I andK KT = I .
(iii) Each involutive antiautomorphism onsp(n,C) has a formJ = J0 AdK, where

the matrix K satisfiesKK = ±I andKJKT ≡ K(σ2 ⊗ In)K
T = σ2 ⊗ In ≡ J.

Rewriting the condition for isomorphism of two real forms for our Lie algebras
and their automorphisms, one obtains easily:

Lemma 1.1.2.
(i) Let AdR ∈ Aut L. Real forms corresponding toJ1 := J0 AdK and J2 :=

J0 AdRKR−1 are isomorphic.
(ii) LetR ∈ Gl(n,C). Real forms ofgl(n,C) corresponding toJ1 := J0 OutE and

J2 := J0 Out±RER∗ are isomorphic.

The previous lemma, together with basic properties of hermitian, circular and an-
ticircular matrices, enables us to determine the number of non-isomorphic real forms.
For each hermitian matrixE, there existsR ∈ Gl(n,C) such thatRER∗ = In−k ⊕
(−Ik) ≡ En,k. The discrepancy|n− 2k| between the number of positive eigenvalues
of E and number of negative eigenvalues ofE will be denoted by sgn(E). According
to Lemma 1.1.2 (ii), we have only 1+ [n/2] non-isomorphic real forms ongl(n,C)

given by an outer automorphism. Real forms corresponding to the antiautomorphism
J0 OutEn,k will be henceforth denoted by

u(n− k, k) = {X ∈ gl(n,C) | J0OutEn,kX = X ⇐⇒ XEn,k = −En,kX∗}
for k = 0,1, . . . , [n/2].

Furthermore, for each circular matrixK there exists a matrixRsuch thatRKR−1

= I and for each anticircular matrixK there exists a matrixP such thatPKP−1 = J

(see Lemma A.1 in Appendix A). Note that the existence of an anticircular matrix
K ∈ Gl(n,C) forcesn to be even. Thus, forn even, we have ongl(n,C), two extra
real forms

gl(n,R) = {X ∈ gl(n,C) |X = X ⇐⇒ X is real}
corresponding to antiautomorphismsJ0 AdI = J0 and

u∗(n) = {X ∈ gl(n,C) |XJ = JX}
corresponding toJ0 AdJ . On the other hand, forn odd, onlygl(n,R) is possible. As
su∗(2) = su(2), we may assume foru∗(n) thatn = 4,6, . . .

In a similar way, for each circular, orthogonal matrixK there exists an orthogonal
matrix R such thatRKR−1 = En,k and for each anticircular orthogonal matrixK,
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one can find an orthogonal matrixP such thatPKP−1 = J (see Lemma A.2). Thus,
ono(n,C), we have 1+ [n/2] non-isomorphic real forms

so(n− k, k)={X ∈ o(n,C) | J0 AdEn,kX = X ⇐⇒ XEn,k = −En,kX∗}
≡{X ∈ u(n− k, k) |X +XT = 0}

corresponding toJ0 AdEn,k for k = 0,1, . . . , [n/2]. Whenn is even, we have one
more real form

so∗(n) = {X ∈ o(n,C) |XJ = JX} ≡ {X ∈ u∗(n) |X + XT = 0}
corresponding toJ0 AdJ .

Using again Lemma A.3, one can easily prove that for each anticircular matrix
K ∈ Sp(n,C) ⊂ Gl(2n,C) there existsR ∈ Sp(n,C) such thatRKR−1 = σ2 ⊗
En,k, wherek = 0,1, . . . , [n/2] andEn,k ∈ Gl(n,C) as defined above. For each

circular matrixK ∈ Sp(n,C) there existsR ∈ Sp(n,C) such thatRKR−1 = I .
So we have 2+ [n/2] non-isomorphic real forms onsp(n,C), explicitly given by

sp(n− k, k) = {X ∈ sp(n,C) |X(σ2 ⊗ En,k) = (σ2 ⊗ En,k)X}
for k = 0,1, . . . , [n/2]. If we use in the above definition of pseudounitary Lie al-
gebrau(2n− 2k,2k) the matrixEn,k ⊕ En,k ≡ I2 ⊗ En,k instead ofE2n,2k we may
write

sp(n− k, k) = {X ∈ u(2n− 2k,2k) |XJ + JXT = 0}.
The last real form ofsp(n,C) is

sp(n,R) = {X ∈ sp(n,C) |X = X} = {X ∈ gl(2n,R) |XJ + JXT = 0}.

1.2. Automorphisms of real forms

Here, we review the properties of automorphisms of real forms. As we are inter-
ested in MAD-groups, we focus here on conditions under which two automorphisms
(inner or outer) commute and are diagonalizable.

Let F be an automorphism of a real formLJ. Since each elementZ ∈ L can be
written asZ = X + iY , withX,Y ∈ LJ,

FC(X + iY ) := F(X)+ iF(Y )

is an automorphism ofL (such an automorphism is called a complexification of
F). Thus,FC and thereforeF, as well, has on a real formLJ of L = gl(n,C)

the formAdA or OutB, A,B ∈ Gl(n,C). An automorphism on a real formLJ of
L = so(n,C) or sp(n,C) has the formAdA, A ∈ O(n,C) andSp(n,C), respective-
ly. If F is diagonalizable onLJ, thenFC is diagonalizable onL and which has a real
spectrum. In [5, 2.3 and Lemma 4.1], we have proved that an inner automorphism
AdA on the complex Lie algebrasgl(n,C), so(n,C) or sp(n,C) is diagonalizable
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iff A is diagonalizable. If the spectrum ofA is denoted byσ(A) = {λ1, . . . , λn}, then
the spectrum

σ(AdA) =
{
λi

λj

∣∣∣∣ i, j = 1, . . . , n

}
.

The following auxiliary lemmas are mentioned without proofs. The reader can
find proofs in [5] or can prove them by using Schur’s lemma.

Lemma 1.2.1. LetAdA be a diagonalizable automorphism onLJ. Then A is a diag-
onalizable matrix with a spectrumσ(A) = {αλ1, . . . , αλn}, whereλi ’s are real and
α ∈ C, αα = 1.

Convention. In this article, we are interested exclusively in diagonalizable auto-
morphisms with real spectrum. Since, according to the previous lemma,AdA =
AdαA for any constantα ∈ C∗, we can find, for any inner automorphismsF, the
matrixA ∈ Gl(n,C) such thatF = AdA and

detA ∈ {1,−1, i,−i}, A is diagonalizable, σ (A) ⊂ R or σ(A) ⊂ iR.

Such matrices will be calledadmissible. There are precisely four admissible matri-
ces, namely±A, ±iA which give the same inner automorphismAdA. When we will
speak, in the sequel, aboutAdA, the matrixA will be always chosen to be admissible.

Corollary 1.2.2. Let OutC be a diagonalizable automorphism on a real form of
gl(n,C). ThenC(C−1)T is admissible and its spectrum is either positive or negative,

i.e.σ(C(C−1)T) ⊂ (0,+∞) or σ(C(C−1)T) ⊂ (−∞,0).

Lemma 1.2.3. Let AdA, AdB be commuting automorphisms onLJ. ThenAB =
±BA.

The following three lemmas concern only real forms ongl(n,C).

Lemma 1.2.4. Let AdA, OutC be commuting automorphisms on a real form of
gl(n,C). ThenACAT = ±C.

Lemma 1.2.5. Let a real formLJ on gl(n,C) be given by the antiautomorphism
J = J0 OutE, withE = E∗. Then:
• AdA is an automorphism onLJ ⇐⇒ AEA∗ = ±E;
• OutC is an automorphism onLJ ⇐⇒ C(E−1)TC∗ = γE, γ ∈ R.

SinceOutaC = OutC, for a /= 0, we will without loss of generality suppose that
γ = ±1.
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Lemma 1.2.6. Let a real formLJ on gl(n,C) be given by an antiautomorphism
J = J0 AdK withKK = ±I . LetAdA andOutC be diagonalizable automorphisms
ongl(n,C) with real spectra. Then:
• AdA is an automorphism onLJ ⇐⇒ AK = ±KA;
• OutC is an automorphism onLJ ⇐⇒ KCKT = γC, γ γ = 1.

Lemma 1.2.7. Let LJ be a real formso(n− k, k) corresponding to the antiauto-
morphismJ = J0AdEn,k . LetAdA be a diagonalizable automorphism with real spec-
trum ongl(n,C). Then
• AdA is an automorphism onLJ ⇐⇒ AEn,k = ±En,kA andAAT = ±I ⇐⇒
AEn,kA

∗ = ±En,k andAAT = ±I .

Lemma 1.2.8. Let LJ be a real formso∗(n) corresponding to the antiautomor-
phismJ = J0 AdJ . LetAdA be a diagonalizable automorphism with real spectrum
ongl(n,C). Then
• AdA is an automorphism onLJ ⇐⇒ AJ = ±JA andAAT = ±I.

Lemma 1.2.9. Let LJ be a real formsp(n− k, k) corresponding to the antiauto-
morphismJ = J0 AdJ . LetAdA be a diagonalizable automorphism with real spec-
trum ongl(2n,C). Then
• AdA is an automorphism onLJ ⇐⇒ A(I2⊗En,k)A∗ =±I2 ⊗ En,k andAJ AT =

±J.

Lemma 1.2.10. LetAdA be a diagonalizable automorphism with real spectrum on
gl(2n,C). Then
• AdA is an automorphism onsp(n,R) ⇐⇒ A = ±A andAJAT = ±J.

2. Properties of MAD-groups of real forms ofgl(n, C)

To study some properties of real forms, one usually fixes a real formLJ and
need not consider real forms isomorphic toLJ. For description of MAD-groups on
real forms, it turns out to be more fruitful to consider a real form in its different
isomorphic appearances. Such an approach enables us to use a wider list of matrix
manipulations forbidden within the framework of one concrete fixed real form.

2.1. MAD-groups ongl(n,C)

Recall that a MAD-group onL is an Abelian groupH ⊂ Aut L of diagonalizable
automorphisms such that any diagonalizable elementg ∈ Aut L commuting with all
elements inH lies inH.
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Let H be a MAD-group on a real formLJ. Then its complexificationHC :=
{FC |F ∈ H} is a subgroup of some MAD-groupG on a complex Lie algebra
gl(n,C). These groups are described in [5]. The setGR := {H ∈ G |H which has a
real spectrum is called thereal part ofG. Of course,HC ⊆ GR andGR is, in fact, a
subgroup. Note that ifG1 andG2 are two conjugate MAD-groups inAut gl(n,C),
then their real partsGR

1 andGR
2 are conjugate as well.

LetG1 andG2 be two different MAD-groups inAut gl(n,C). It may happen that
GR

1 is a proper subgroup ofGR
2 . In any case, ifHC ⊆ GR

1 thenHC ⊆ GR
2 and so, we

can concentrate to the “maximal”GR, meaning that there exists no MAD-groupG̃ in

Aut gl(n,C) such thatGR is a proper subgroup of̃G
R
. Using the results of [5], we

give a list of all “maximal” non-conjugateGR.

Notation. Let us first define some important groups of admissible matrices.P2 is
the subgroup ofGl(2,C) defined asP2 = {η σk | η = ±1,±i, k = 0,1,2,3}, where

σ0 = I2 =
(

1 0
0 1

)
, σ1 =

(
0 1
1 0

)
,

σ2 =
(

0 1
−1 0

)
, σ3 =

(
1 0
0 −1

)
.

Thus, the matrices forming the groupP2 mutually commute or anticommute.
Let Dn andT2p,s denote the Abelian groups of admissible matrices ingl(n,C),

respectively, defined by

Dn = {D = η diag(d1, . . . , dn) | dj ∈ R∗, η = 1, i, detD = ±1,±i},

T2p,s={η diag(ε1, . . . , εs, α1, α
−1
1 , . . . , αp, α

−1
p ) | εi=±1, αi ∈ R∗, η=1, i}

for s > 1, p > 0, n = p + 2s

and

T2p,0={η diag(α1, εα
−1
1 , . . . , αp, εα

−1
p ) | ε = ±1, αi ∈ R∗, η = 1, i}

for s = 0, p > 1, andn = 2p.

Let us further denote byH(r ,m) andK (r ,p, s) the groups

H(r ,m) ≡ P2 ⊗ · · · ⊗ P2︸ ︷︷ ︸
r-times

⊗Dm and K (r ,p, s) ≡ P2 ⊗ · · · ⊗ P2︸ ︷︷ ︸
r-times

⊗T2p,s

and by Cr,p,s the matrices fromGl(2r (2p + s),C) defined byCr,p,s = I2r ⊗(
Is ⊕ (Ip ⊗ σ1)

)
.

Let M be a set of regular matrices, and set

Ad M := {AdA |A ∈ M} and Out M := {OutA |A ∈ M}.
A MAD-group G in Aut gl(n,C) either contains outer automorphisms orG is

formed by inner automorphisms only. In [5], we have proved that any MAD-group



M. Havĺıček et al. / Linear Algebra and its Applications 314 (2000) 1–47 9

G without outer automorphisms is conjugate to a group{AdA |A ∈ Pn1 ⊗ Pn2 ⊗
· · · ⊗ Pnr ⊗ Dm}, wheren1n2 · · · nrm = n andPk ⊂ Gl(k,C) is the group of gen-
eralized Pauli matrices. These matrices were introduced in [15] as follows: letω =
ei(2π/k), and denote by

P =




1 0 0 . . . 0
0 ω 0 . . . 0
0 0 ω2 . . . 0
...

...
...

...

0 0 0 . . . ωk−1


 and Q =




0 0 0 . . . 0 1
1 0 0 . . . 0 0
0 1 0 . . . 0 0
...

...
...

...
...

0 0 0 . . . 1 0


 .

Note thatP andQ are similar matrices satisfyingPQ = ωQP . The groupPk =
{ωsP tQu | s, t, u = 0,1, . . . , k − 1} is called the generalized Pauli group. Recall
that the spectrum of an inner automorphismσ(AdA) is {λi/λj | i, j = 1, . . . , k}
if the spectrumσ(A) is {λ1, . . . , λk}. It is easy to see that all automorphisms in
{AdA |A ∈ Pk} have the real spectrum only fork = 2. Therefore, each maximal
partGR of MAD-group without outer automorphisms is conjugate to

Ad H(r ,m), where n = 2rm and m > 3.

Full description of a general MAD-group inAut gl(n,C) with outer automor-
phisms is more complicated. It calls for notation not required for MAD-groups on
the real forms (see [5]). Fortunately, the maximal real parts of these MAD-groups
can be extracted and expressed very simply. Inspecting the list of MAD-groups with
outer automorphisms, one finds that any maximal real part containing an outer auto-
morphism is conjugate to

Ad K (r ,p, s) ∪Out Cr,p,sK (r ,p, s),
where n=2r (s+2p) and (p, s) /= (0,2).

Remark 2.1.1.
(i) As H(r ,1) ≡ K (r ,0,1), H(r ,2) ≡ K (r ,1,0) and K (r ,0,2) is a proper sub-

set of K (r + 1,0,1), we see thatAd H(r ,1), Ad H(r ,2) andAdK (r ,0,2) ∪
Out Cr,0,2K (r ,0,2) are not maximal real parts of any MAD-groups.

(ii) K (r ,p, s) andK (r ′,p′, s′) are conjugate iff(r, p, s) = (r ′, p′, s′). Analogously,
H(r ,m) andH(r ′,m′) are conjugate iff(r,m) = (r ′,m′).

2.2. MAD-groups ongl(n,R)

It is remarkable that one is able to choose, in each class of mutually conjugate
real partsGR, a representative such that all its automorphismsAdA andOutC are
determined by matricesA and C satisfyingA = ±A, C = ±C (see above). This
means that all of these automorphisms are also automorphisms inAut gl(n,R).
Thus we proved
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Proposition 2.2.1.
(i) Let n = 2wu, u odd, u > 3. ThenAut gl(n,R) hasn+ 2w − (u− 3)/2 non-

conjugate MAD-groups.
(ii) Letn = 2w. ThenAut gl(n,R) hasn+ 2w − 2 non-conjugate MAD-groups.
(These numbers correspond to the number of all possible choices of pairs of pa-

rametersr,m for H(r ,m), wheren = 2rm,m > 3, and triples of parametersr, p, s
for K (r ,p, s), wheren = 2r (s + 2p), (p, s) /= (0,2).)

2.3. Properties of MAD-groups onu(n− k, k)

In this subsection, we transfer properties of MAD-groups into the world of
matrices and we show the correspondence between MAD-groups and special
subgroups ofGl(n,C). We start with MAD-groups containing an outer automor-
phism.

Let J = J0 OutE,E = E∗ andH be a MAD-group on the real formLJ with an
outer diagonalizable automorphismOutC , i.e.C (C−1)T is admissible andC(E−1)T

C∗ = ±E by Corollary 1.2.2 and Lemma 1.2.5.
If AdA ∈ H, thenAEA∗ = εAE, εA = ±1 by Lemmas 1.2.5 and 1.2.1. IfAdB

is another inner automorphism fromH, thenAB = ±BA by Lemma 1.2.3. Since
AdA andOutC commute, we haveACAT = γAC, γA = ±1 by Lemma 1.2.4. Note
thatγA or εA may be equal to−1 only if the dimensionn is even. MoreoverεA may
be equal to−1 only if number of positive eigenvalues ofE and number of negative
eigenvalues ofE coincide, i.e. sgnE = 0.

The task of finding MAD-group onLJ with an outer automorphismOutC has thus
been transformed into the task of finding certain subgroup ofGl(n,C), introduced
by the following.

Definition 2.3.1. Let E andC be non-singular matrices inGl(n,C) such thatE =
E∗, C(E−1)TC∗ = ±E, andC (C−1)T an admissible matrix with negative or posi-
tive spectrum. LetH ⊂ Gl(n,C) be amaximalset ofadmissiblematrices such that:
(i) AB = ±BA for eachA,B ∈ H ,
(ii) AEA∗ = ±E for eachA ∈ H ,
(iii ) ACAT = ±C for eachA ∈ H .
Then the triple[H,E,C] will be calledOut-groupin Gl(n,C).

Remark 2.3.2.
(i) LetA,B be admissible matrices satisfying 2.3.1(i)–(iii). ThenA−1 andAB are

also admissible and satisfy 2.3.1(i)–(iii). Thus, the maximality ofH implies that
H is a subgroup ofGl(n,C).

(ii) When[H,E,C] is an Out-group, then

H ≡ {AdA |A ∈ H } ∪ {OutAC |A ∈ H }
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is a MAD-group with an outer automorphism on the real formLJ, whereJ =
J0 OutE. We say that MAD-groupH corresponds to the triple[H,E,C].
Moreover, any MAD-groupG on the real formLJ (J = J0 OutE, E = E∗)
with an outer automorphismOutD corresponds to some Out-group[G,E,D].

(iii ) If the triple [H,E,C] is an Out-group, then[H,E,A0C] is the Out-group for
an arbitraryA0 ∈ H . If we replace in 2.3.2(ii) the matrixC byA0C, we obtain
the same MAD-group.

(iv) If R ∈ Gl(n,C) and [H,E,C] is an Out-group, then[RHR−1,±RER∗,
RCRT] is the Out-group as well. Since the matricesE and±RER∗ determine
isomorphic real forms (see 1.1.2(ii)), the aforementioned triples correspond,
according to 2.3.2(ii), to the conjugate MAD-groups.

We are looking for the list of mutually non-conjugate MAD-groups. Thus, we
introduce the following equivalence on the set of Out-groups.

Definition 2.3.3. Let [H,E,C] and[G,F,D] be Out-groups inGl(n,C). We say
that triples[H,E,C] and[G,F,D] areequivalentif there exist matricesA ∈ H and
R ∈ Gl(n,C) such that

RHR−1 = G, RER∗ = ±F and R(AC)RT = D.

Remark 2.3.4. Two MAD-groupsH and G on the isomorphic real forms of
Gl(n,C) are conjugate if and only if the Out-group[H,E,C] associated withH
and Out-group[G,F,D] associated withG are equivalent under our definition.

Note that the equivalence of triples[H,E,C] and[G,F,D] implies sgn(E) =
sgn(F ). To describe all non-conjugate MAD-groups of a real formu(n− k, k)means
to describe all equivalence classes of Out-groups inGl(n,C) and to find among them
those classes in which matricesE have the suitable signature. Therefore, the next
section is devoted to the study of equivalence classes of Out-groups. Here, we will
be satisfied with proving a basic property of any Out-group[H,E,C], namely the
non-triviality of H.

Theorem 2.3.5. Let [H,E,C] be an Out-group inGl(n,C), n > 2. Then H is a
non-trivial subgroup ofGl(n,C), i.e. H always contains someA /= ±I,±iI .

Proof. Recall thatC andE satisfy the conditions

E = E∗, C(E−1)TC∗ = ±E and C(C−1)T is admissible.

Suppose that the only diagonalizable matricesA for whichAEA∗ = ±E andACAT

= ±C are the matricesA = ±I or ±iI . SinceA = C(C−1)T also satisfies these
conditions,C(C−1)T = ±I , i.e.CT = ±C.

Let us first discuss the case whereCT = C. For thisC, there exists a matrixP
such thatPCP T = I . Then
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((PEP ∗)−1)T = (PCP T)(P−1)T(E−1)T((P−1)∗)T(PCP T)∗ = ±PEP ∗,
i.e.PEP ∗ is a circular or anticircular hermitian matrix.

According to Remark 2.3.2(iv), it is sufficient to show that any Out-group[H, Ẽ,
I ]-group, whereẼ is hermitian circular or anticircular matrix, is non-trivial. Using
Lemma A.2 from Appendix A, we can find a real matrixRsuch thatRIRT = I and
RẼR∗ is in the “canonical” form of the type (A.1) or (A.2). Again, according to
Remark 2.3.2 we can restrict ourselves to the Out-groups[H,E, I ] with E in the ca-
nonical form. Such aH contains any matrixA = diag(ε1, . . . , εs+r )⊕ µ1I2 ⊕ · · · ⊕
µpI2 with εj , µj ∈ {1,−1}, wheres + r + 2p = n > 2, and the matrixA = σ2 in
the casen = 2.

Next, suppose thatC = −CT. SinceC is a regular matrix inGl(n,C), n must be
even and there exists a matrixP such that

C̃ ≡ PCP T =
(

0 In/2
−In/2 0

)
≡ J.

UsingẼ = PEP ∗, thenẼ is a hermitian matrix satisfying̃EJẼT = εJ.

Applying Lemma A.3 to the matrix
√
εẼ ∈ Sp(n/2,C), we can assume without

loss of generality that
√
εẼ = D ⊕D−1, D—diagonal andC̃ = J . Then[H, Ẽ, C̃]

with trivial H is not an Out-group, since we can add toH any matrixA = σ3 ⊗
diag(ε1, . . . , εn/2) with εj ∈ {1,−1}. �

Let us now look for MAD-groupsH onLJ (J = J0 OutE) without outer auto-
morphisms. Any inner automorphism fromH is associated with an admissible ma-
trix A, which, according to Lemma 1.2.5, can be chosen in such way thatAEA∗ =
±E. Moreover, matrices corresponding to two inner commuting automorphisms
commute or anticommute. Similarly, the MAD-groups without outer automorphisms
can be associated with some sets of matrices defined as follows:

Definition 2.3.6. Let E ∈ Gl(n,C) be a hermitian non-singular matrix andH ⊂
Gl(n,C) be amaximalset ofadmissiblematrices such that
(i) AB = ±BA for eachA,B ∈ H ,
(ii) AEA∗ = ±E for eachA ∈ H .

The pair[H,E] will be called anAd-groupin Gl(n,C).

The setH is in fact a subgroup ofGl(n,C)—see Remark 2.3.2(i).

Remark 2.3.7.
(i) For each Ad-group[H,E], there exists a group of inner automorphismsH =

{AdA |A ∈ H }. If there exists no matrixC such that[H,E,C] is an Out-group,
thenH is a MAD-group. However, we will see that the Ad-group[H,E] can
be always extended to the Out-group[H,E,C] and thus there exists no MAD-
group onu(n− k, k) formed by inner automorphisms only.
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(ii) The non-triviality of any Ad-group is clear because there exists a matrixR such
thatE = R (In−k ⊕ (−Ik)) R∗. Then, an arbitrary matrixA = R diag(ε1, . . . ,

εn)R
−1 fulfills the conditionAEA∗ = E.

Definition 2.3.8. We say that two Ad-groups[H,E] and [G,F ] in Gl(n,C) are
equivalent if there existsR ∈ Gl(n,C) such thatRHR−1 = G andRER∗ = ±F .

2.4. Properties of MAD-groups on u∗(n)

At the beginning of this section, we have described MAD-groups ongl(n,R).
Here, we are going to introduce the special subgroups ofGl(n,C) which correspond
to MAD-groups onu∗(n). We shall see later that MAD-groups onu∗(n) and MAD-
groups ongl(n,R) are very closely related.

Let K ∈ Gl(n,C) be an anticircular matrix determining the real formLJ with
J = J0 AdK and consider the MAD-groupH onLJ.

Assume first thatH contains an outer automorphism, sayOutC . According to
Lemma 1.2.6 and Corollary 1.2.2,C(C−1)T is admissible andKCKT = eiφC. Since
OutC = OutαC for each non-zeroα, we can choose our matrixC to satisfy

KCKT = C. (2)

For an inner automorphismAdA ∈ H we have, according to Lemma 1.2.6,AK =
±KA. Commutation ofOutC andAdA then implies, by Lemma 1.2.4, thatACAT =
±C. (Recall from Lemma 1.2.3 that two inner automorphismsAdA andAdB on real
form commute ifAB = ±BA.)

The facts summarized above show that the MAD-groupH with an outer auto-
morphism can be described by the following group:

Definition 2.4.1. LetK ∈ Gl(n,C) be an anticircular matrix,C ∈ Gl(n,C) satisfies
KCKT = C andC(C−1)T admissible with a positive or negative spectrum. LetH
be amaximalset ofadmissiblematrices such that

(i) AB = ±BA for eachA,B ∈ H ,
(ii) AK = ±KA for eachA ∈ H ,
(iii) ACAT = ±C for eachA ∈ H .

The triple[H,K,C] will be calledOut∗-groupin Gl(n,C).

Similarly, the MAD-group on theLJ, J = J0AdK formed by inner automor-
phisms only is related to the groupK ∈ Gl(n,C) defined as:

Definition 2.4.2. LetK ∈ Gl(n,C) be an anticircular matrix and letH be amaximal
set ofadmissiblematrices such that
(i) AB = ±BA for eachA,B ∈ H ,
(ii) AK = ±KA for eachA ∈ H .

The pair[H,K] is calledAd∗-groupin Gl(n,C).
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Since two real forms given byJ = J0 AdK and J = J0 Ad
RKR

−1 are isomor-
phic by Lemma 1.1.2(i), the equivalence of two Out∗-groups and two Ad∗-groups,
respectively, implies an equivalence defined as follows.

Definition 2.4.3. We say that two Out∗-groups[H,K,C] and[G,W,D] are equiv-

alent if there exists a regular matrixR such thatRHR−1 = G, RKR
−1 = W and

R(AC)RT = D for someA ∈ H . The equivalence for Ad∗-groups is defined in the
same way, except that the condition on the matrix of outer automorphism is omitted.

Remark 2.4.4. In any Ad∗-group[H,K], the groupH ⊂ Gl(n,C) is non-trivial,
i.e. for arbitrary anticircular matrixK there exists a matrixA /= ±I, ±iI such that
AK = ±KA. Indeed, according to Lemma A.1, we can set, without loss of generali-
ty,K = σ2 ⊗ In/2. Then the matrixA = σ3 ⊗ In/2 satisfiesAK = −KA. Moreover,
if n/2 > 2, then one can find a non-trivial matrixA, sayA = I2 ⊗ diag(δ1, . . . , δn/2),
such thatAK = KA.

3. Out-groups and Ad-groups

If the groupH of an Out-group[H,E,C] is Abelian, then we say that[H,E,C]
is an Abelian Out-group. Similarly, Ad-groups[H,E] are said to be Abelian ifH is
Abelian.

3.1. Non-Abelian Out-groups and Ad-groups

If [H0, E0, C0] is an Out-group inGl(n,C), then[P2 ⊗H0, σµ ⊗ E0, I2 ⊗ C0]
for µ = 0 or 3 is an Out-group inGl(2n,C). Note thatP2 ⊗H0 is a non-Abelian
group of matrices. We shall show that each Out-group[H,E,C] with non-Abelian
H is of this type.

Theorem 3.1.1.
1. Any Out-group[H,E,C] in Gl(2n,C) with non-Abelian H is equivalent to the

Out-group[P ⊗H0, σµ ⊗ E0, I2 ⊗ C0],whereµ ∈ {0,3} and[H0, E0, C0] is an
Out-group inGl(n,C).

2. Any Ad-group[H,E] in Gl(2n,C) with non-Abelian H is equivalent to the
Ad-group[P ⊗H0, σµ ⊗E0], whereµ ∈ {0,3} and [H0, E0] is an Ad-group in
Gl(n,C).

Proof. LetM,N be an anticommuting pair of matrices fromH. Then

MEM∗ = εME and NEN∗ = εNE. (3)

We can assume that at least one ofεM , εN is positive (if not, we choose, instead of the
anticommuting pairM,N , a new anticommuting pairM,MN). AsM,N are admis-



M. Havĺı ček et al. / Linear Algebra and its Applications 314 (2000) 1–47 15

sible, we can further assume thatσ(M), σ (N) ⊂ R. Using Lemma 6.2 from [5] for
matrices with real spectrum, we find a matrixR such thatRMR−1 = σ3 ⊗M0 and
RNR−1 = σ1 ⊗N0, whereM0, N0 are diagonal matrices with real positive elements
on the diagonal.

(i) Suppose that bothεM andεN are equal to 1. Then, an easy computation shows
that

(σ3 ⊗M0) (RER
∗) (σ3 ⊗M0)

∗ = (RMR−1)(RER∗)(RMR−1)∗ = (RER∗)
and

(σ1 ⊗N0)
(
RER∗) (σ1 ⊗N0)

∗ = (RNR−1)(RER∗)(RNR−1)∗ = (RER∗),
which implies that

RER∗ = I2 ⊗ E0,

whereE0 is a hermitian matrix.
(ii) If εM = 1 andεN = −1, then a similar computation gives

RER∗ = σ3 ⊗ E0.

SinceM,N ∈ H , it must hold that

MCMT = γMC and NCNT = γNC. (4)

If γM = 1, γN = −1, we have

M(MC)MT = (MC) and N(MC)NT = −MNCNT = (MC).

Thus we can replace Out-group[H,E,C] by the equivalent Out-group[H,E,MC]
(see Definition 2.3.3) and so, we can consider both coefficientγM, γN to be 1. Sim-
ilarly, replacing the matrixC by NC (in the caseγM = −1, γN = 1) and byMNC
(in the caseγM = γN = −1), we may suppose without loss of generality thatγM =
γN = 1. Furthermore,

(σ3 ⊗M0)
(
RCRT) (σ3 ⊗M0)

T =(RMR−1)(RCRT)(RMR−1)T =(RCRT)

and

(σ1 ⊗N0)
(
RCRT) (σ1 ⊗N0)

T =(RNR−1)(RERT)(RNR−1)T =(RERT)

so that

RCRT = I2 ⊗ C0.

Moreover, Lemma 6.3 from [5] says that

RHR−1 ⊆ P2 ⊗ {M0, N0}′,
where{M0, N0}′ denotes the commutant of the matricesM0 andN0.

ChooseF ∈H . ThenRFR−1 =σi⊗F0 for somei=0, . . . ,3 andF0 ∈ {M0, N0}′.
The consequence of the equationsFEF ∗ = ±E andFCFT = ±C is thatF0E0F

∗
0 =

±E0 andF0C0F
T
0 = ±C0. The maximality ofH then gives thatP2 ⊗ F0 ⊆ RHR−1

and soRHR−1 = P2 ⊗H0, where[H0, E0, C0] is an Out-group.
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The proof of the case when[H,E] is an Ad-group is similar. In fact it is much
easier, since we do not need to work with a matrixC. �

The previous theorem enables us to work with Abelian Out-groups and Ad-groups
only.

3.2. Abelian Out-groups and Ad-groups

Important examples of Abelian Out-groups and Ad-groups are related with the
aforementioned groupsT2p,s . More precisely, for a givensandp, let

Es,p = {
diag(ε1, . . . , εs)⊕ (

Ip ⊗ σ1
) | εi = ±1

}
.

Any matrixX0 in Es,p is hermitian andX0 satisfiesX0 (X
−1
0 )T = I . So, it makes

sense (see Definitions 2.3.1 and 2.3.6) to studyOut-groups[H,X0,X0] and Ad-
groups[H,X0].

Proposition 3.2.1. For any pair of integers(s, p), s, p ∈ {0,1,2, . . .} (with the
exception of(p, s) = (0,2)) and any matrixX0 ∈ Es,p, the triple[T2p,s,X0,X0] is
an Abelian Out-group and the pair[T2p,s,X0] is an Abelian Ad-group.

Proof. It is easy to check that the matricesA ∈ T2p,s andX0 ∈ Es,p fulfill re-
quired conditions. The maximality ofT2p,s needed for the first part of an Out-group
[T2p,s,X0,X0] is a consequence of the fact that{AdA |A ∈ T2p,s} ∪ {OutAX0 |A ∈
T2p,s} form a real partGR of the complex MAD-group (see the beginning of Section
2).

Since anadmissible diagonalmatrix A lies in H, where[H,X0,X0] is an Out-
group iff it lies in H, where[H,X0] is an Ad-group, the maximality of theT2p,s
needed for the first part of Ad-group[T2p,s,X0] is also shown. �

The following theorem shows that the groupsT2p,s cover all cases of non-equiv-
alent Abelian Out-groups and Ad-groups. (Remark 2.1.1(i) explains why the group
T0,2 is not included into our considerations.)

Theorem 3.2.2.
1. For any Out-group[H,E,C] in Gl(n,C) with Abelian H, there exist natural

numberss, p(s + 2p = n) and a matrixX0 = diag(ε1, . . . , εs)⊕ (Ip ⊗ σ1) such
that [H,E,C] is equivalent to the Out-group[T2p,s,X0,X0].

2. For any Ad-group[H,E] in Gl(n,C) with Abelian H, there exist natural num-
berss, p(s + 2p = n) and a matrixX0 = diag(ε1, . . . , εs)⊕ (Ip ⊗ σ1) such that
[H,E] is equivalent to the Ad-group[T2p,s,X0].

Proof. (1) Instead of Out-groups, we will prove the theorem forÕut-groups defined
as follows.
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We say that[H,E,C] is anÕut-groups ifH is a maximal set of mutually com-
muting admissible matrices satisfyingAEA∗ = ±E andACAT = ±C for eachA ∈
H . An Õut-group[H,E,C] needs not to be an Out-group (seeT0,2) but Õut-group
is always subgroup of some Out-group.

We will prove by induction onn that eachÕut-group is equivalent in the sense
of Definition 2.3.3 to some group[T2p,s,X0,X0], which together with the previous
proposition proves part (1) of the theorem.

As H is Abelian, we can assume that all its elements are diagonal matrices. These
matrices are assumed to be admissible, i.e.H ⊂ Dn (see Section 2) andH = HR ∪
(iHR), whereHR consists of real matrices. We will show that real partHR is conju-
gate to real part ofT2p,s . Extension to “imaginary” parts of these groups is clear. We
will consider thereforereal matricesonly.

If n = 1, then we can suppose thatE = (1). The only matrices with real spectrum
satisfyingAEA∗ = ±E areA = (±1). The conditionC(E−1)TC∗ = ±E implies
for the matrixC = (c) thatcc = 1, i.e.c = eiφ. SetR = (e−iφ/2). Then

RER∗ = RCRT = (1) and RHR−1 = H = T0,1.

Let nown = 2. Suppose that at least one real matrixA ∈ H has an eigenvalueα /=
±1. SinceAEA∗ = εE(ε = ±1), the second eigenvalue ofA is εα−1, which implies

E =
(

0 b

b 0

)
, C =

(
0 c

d 0

)
.

From the equalityC(E−1)TC∗ = ±E, we obtain

cd = ±bb (5)

SetR = eiφdiag(1, (b)−1), with φ to be specified later. Then

X0 := RER∗ =
(

0 1
1 0

)
,

RCRT =
(

0 c(b)−1eiφ

(b)−1deiφ 0

)
and RBR−1 = B

for eachB ∈ H . We can now choose realφ such thatc(b)−1eiφ ≡ γ is real. Then,
from (5) we obtain that(b)−1deiφ = ±γ−1, i.e.

RCRT =
(

0 γ

±γ−1 0

)
.

Moreover, the diagonal matrixB satisfies equalities

B

(
0 1
1 0

)
B∗ = ±

(
0 1
1 0

)
and B

(
0 γ

±γ−1 0

)
BT = ±

(
0 γ

±γ−1 0

)
if and only if B = diag(β,±β−1), i.e. RHR−1 = T2,0. If we chooseA such that
RAR−1 = diag(γ,±γ−1), thenRER∗ = R(AC)RT = X0. Thus we have shown
that[H,E,C] is equivalent to[T2,0,X0,X0], whereX0 = σ1.
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In the case where every matrix ofH has in its spectrum only±1, one can show
using the non-triviality ofH that the matrixE = diag(a, b), a, b real, whileC =
diag(c, d). The equalityC(E−1)TC∗ = ±E givescc = a2 anddd = b2. This en-
ables us to findφ andψ such that, using the matrixR = diag(eiφ

√|a−1|,eiψ
√|b−1|),

we obtain

RER∗ = diag(ε1, ε2), RCRT = I2 and RHR−1 = T0,2.

Now, let us suppose thatn > 3. Our discussion will be divided into three parts:
(i) Suppose first that there exists a real matrixA ∈ H such that its spectrumσ(A)

contains at least three different eigenvalues, i.e. all eigenvalues ofA2 are positive
and at least one of them is not equal to 1. Then we can splitA2 into two parts
A2 = diag(λ1, . . . , λn1)⊕ diag(µ1, . . . , µn2) in a such way thatn1 + n2 = n and
λiµj /= 1 for all λ’s andµ’s. The equationsA2EA2 = E andA2CA2 = C then
yield

E =
(
E1 0
0 E2

)
, C =

(
C1 0
0 C2

)
.

Write each matrixB ∈ H as B=B1 ⊕ B2, where B1 ∈ Gl(n1,C) and B2 ∈
Gl(n2,C). Let

H1 = {B1 ∈ Gl(n1,C) |B1 ⊕ B2 ∈ H }
and

H2 = {B2 ∈ Gl(n2,C) |B1 ⊕ B2 ∈ H }.
Because of the form of matrixE andC,H1 andH2 are subsets of̃H1 andH̃2, respec-
tively, where[H̃1, E1, C1] and[H̃2, E2, C2] areÕut-groups.

If the original groupH contains a real matrixA such thatAEA = −E, then both
H̃k ’s, k = 1,2, contain matricesAk ’s such thatAkEkAk = −Ek. If we suppose the
validity of the theorem form < n, we see that the only maximal group among all
maximal groups with this property is conjugate to theÕut-group[Tm,0, Ẽ, C̃] with
Ẽ = C̃ = Im/2 ⊗ σ1. The real part of the groupTm,0 is then composed of two parts
T ′
m,0 ∪ T ′′

m,0, where

T ′
m,0 = {diag(α1, α

−1
1 , . . . , αm/2, α

−1
m/2) | αj ∈ R∗},

T ′′
m,0 = {diag(α1,−α−1

1 , . . . , αm/2,−α−1
m/2) | αj ∈ R∗}.

If D ∈ T ′
m,0, thenDẼD = Ẽ and if D ∈ T ′′

m,0, thenDẼD = −Ẽ. This implies

that n1, n2 are even and that, without loss of generality,H̃1 = Tn1,0, H̃2 = Tn2,0.
The maximality ofH in turn implies that

H ={ηB1 ⊕ ηB2 | η = 1, i and(B1 ∈ T ′
n1,0 andB2 ∈ T ′

n2,0)

or (B1 ∈ T ′′
n1,0 andB2 ∈ T ′′

n2,0)
} = Tn1+n2,0.
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If BEB = E for each realB ∈ H , then fork = 1,2 we haveH̃k = T2pk,sk with
sk > 1, 2pk + sk = nk, or H̃k = T ′

2pk,0
with 2pk = nk. The maximality ofH then

implies that at most one ofH ′
ks is equal toT ′

2pk,0
and that

H = H̃1 ⊕ H̃2 = T2p1+2p2,s1+s2.
(ii) We shall now discuss the case where each matrixA ∈ H has in its spectrum

at most two different eigenvalues and there exists a matrixA0 ∈ H with eigenvalues
α /= ±1.

As A0EA0 = ±E, the spectrumσ(A0) = {α,±α−1}. The spectrum ofA2
0 is

{α2, α−2} and without loss of generalityA2
0 = α2In/2 ⊕ α−2In/2. It follows from

the form ofA2
0 that

E =
(

0 F

F ∗ 0

)
, C =

(
0 D

D̃ 0

)
and B = βIn/2 ⊕ εβ−1In/2

(β ∈ R∗ andε = ±1) for eachB ∈ H . SinceC (C−1)T ∈ H , it must hold thatD̃ =
γ DT, with γ real.

The equality C(E−1)TC∗ = ±E implies γ−1(FD−1)(FD
−1
) = ±In/2, i.e.√|γ |−1FD−1 is a circular or an anticircular matrix. Thus we can findP ∈ Gl(n/2,

C) such that
√|γ |−1FD

−1 = P SP−1, where S = In/2 or S = σ2 ⊗ In/4 (see
Lemma A.1).

Choose the matrixX = −I[n/4] ⊕ I[(n+2)/4] ∈ Gl(n/2,C) and set

Y = PXP
−1 ⊕DT(P−1)∗XP ∗(DT)−1 ∈ Gl(n,C).

Then,Y is a diagonalizable matrix satisfyingYEY ∗ = E, YCY T = C andYB =
BY for eachB ∈ H . The maximality ofH says thatY ∈ H andA0Y ∈ H as well.
But the spectrum ofA0Y = {α,−α, α−1,−α−1}—a contradiction with (ii), thus (ii)
is impossible.

(iii) It remains to deal with the case when a spectrumσ(A) ⊆ {1,−1} for all
A ∈ H . Denote byεA ∈ {1,−1} andγA ∈ {1,−1} the coefficients in the equations
AEA = εAE andACA = γAC.

If there exists a matrixA /= ±I such thatεA = 1 andγA = 1, we can writeA =
In1 ⊕ (−In2) (n1 + n2 = n). Then

E =
(
E1 0
0 E2

)
, C =

(
C1 0
0 C2

)
.

Write each matrixB ∈ H asB=B1⊕B2, whereB1 ∈ Gl(n1,C) andB2 ∈ Gl(n2,C).
Denote

H1 = {B1 ∈ Gl(n1,C) |B1 ⊕ B2 ∈ H }
and

H2 = {B2 ∈ Gl(n2,C) |B1 ⊕ B2 ∈ H }.
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H1 andH2 contain only diagonal matrices with±1 in their spectrum. The only max-
imal Õut-groups with this property amongT2p,s are the groupsT0,s . Using the in-
duction hypothesis, we get

H = T0,n1 ⊕ T0,n2 = T0,n.

If there exists a matrixA ∈ H, A /= ±I , such thatεA = γA = −1, thenA = In/2 ⊕
(−In/2) and

E =
(

0 F

F ∗ 0

)
and C =

(
0 D

D̃ 0

)
.

It is possible to addαIn/2 ⊕ α−1In/2, (α arbitrary) toH—a contradiction to (iii).
Now assume that for eachA ∈ H,A /= ±I , exactly one of the coefficientsεA

andγA is equal to−1. If A1, A2 /= ±I , thenεA1A2 = γA1A2 and thusA1A2 = ±I .
It means thatH = {In,−In, In/2 ⊕ (−In/2), (−In/2)⊕ In/2}. It is then easy to show
a contradiction with the maximality condition ofH.

The proof of the part 2 of the theorem is only an easier version of the proof of
part 1 and we omit it. �

For any Abelian Ad-group[T2p,s,X0], X0 ∈ Ep,s , we have an Out-group
[T2p,s,X0,X0]. This means thatAd T2p,s is not a MAD-group. Hence we can always
add an outer automorphismOutX0toAd T2p,s (cf. Remark 2.3.7(i)). From this fact
and Theorem 3.1.1, any MAD-group onu(n− k, k) contains an outer automorphism
and thus we need not consider Ad-groups at all.

3.3. Equivalence classes of Out-groups

In view of Theorems 3.2.2 and 3.1.1, we conclude that each Out-group inGl(n,C)

is equivalent in the sense of Definition 2.3.3 to one of the Out-groups[Kr ,p,s,X, Y ]
with

X = σi1 ⊗ · · ·σir ⊗X0, and Y = I2r ⊗X0,

where 2r (s + 2p) = n, X0 ∈ Es,p andσik = I2 or σ3 for eachk = 1,2, . . . , r.
Consider

R =




1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1


 .

It satisfies:

R(σ3 ⊗ σ3)R
∗ = σ3 ⊗ I2, R(I2 ⊗ I2)R

T = I2 ⊗ I2,

R(P ⊗ P)R−1 = P ⊗ P.

CombiningR suitably in tensor product with matricesI2, we find that the above
groups are equivalent to Out-group[K (r ,p, s),X, Y ], whereX has only matrices
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I2 in the positionk = 2, . . . , r of the tensor product. In accordance with Definition
2.3.3, the Out-groups[H,E,C] and[H,E,AC], A ∈ H , are equivalent. Therefore
we can standardizeY = I2r ⊗X0 to Y = I2r ⊗ (

Is ⊕ (Ip ⊗ σ1)
) ≡ Cr,p,s .

We know that Out-groups with different triples(r, p, s) are not equivalent (see
Remark 2.1.1). The next remark gives some observations about equivalence of Out-
groups with fixed triple(r, p, s).

Remark 3.3.1. (i) It is easy to see that the Out-groups[K (r ,p, s), I2r ⊗X0, Cr,p,s]
and[K (r ,p, s), I2r ⊗ X̃0, Cr,p,s] are equivalent iff sgnX0 = sgnX̃0.

(ii) Similarly, [K (r ,p, s), σ3 ⊗ I2r−1 ⊗X0, Cr,p,s] and[K (r ,p, s), σ3 ⊗ Cr−1,p,s,

Cr,p,s] are equivalent. Without loss of generality, we may assumeX0 = Is ′
⊕ (−Is−s ′)⊕ (Ip ⊗ σ1). Then the equivalence matrix has a form

R = PT (I2r−1 ⊗ (
(Is ′ ⊗ I2)⊕ (Is−s ′ ⊗ σ1)⊕ I4p

))
P,

whereP is a permutation matrix,P ∈ O(2r (2p + s),R) such thatP(A⊗ B)PT =
B ⊗ A,A ∈ gl(2,C), B ∈ gl(2r−1(2p + s),C).

(iii) [K (r ,p,0), σ3 ⊗ Cr−1,p,0, Cr,p,0] and[K (r ,p,0), I2 ⊗ Cr−1,p,0, Cr,p,0] are
equivalent forp > 1. We show this equivalence in the special case for the triples
[K (1,1,0), σ3 ⊗ σ1, C1,1,0] and[K (1,1,0), I2 ⊗ σ1, C1,1,0]. The assertion for gen-
eral caseK (r ,p,0) is a consequence of this special case. LetR = diag(1,1,1,−1).
Then
RC1,1,0R

T = AC1,1,0, whereA = σ3 ⊗ I2 ∈ K (1,1,0);
R(σ3 ⊗ σ1)R

∗ = I2 ⊗ σ1 = C1,1,0 andRK (1,1,0)R−1 = K (1,1,0).
The last equality follows from the facts that
R
(
σµ ⊗ diag(α, εα−1)

)
R−1 = σµ ⊗ diag(α, εα−1) for µ = 0,3,

R
(
σµ ⊗ diag(α, εα−1)

)
R−1 = σµ ⊗ diag(α,−εα−1) for µ = 1,2.

(iv) Let s > 1. Then[K (r ,p, s), σ3 ⊗ I2r−1 ⊗X0, Cr,p,s] and [K (r ,p, s), I2r ⊗
X̃0, Cr,p,s ], whereX0, X̃0 ∈ Ep,s , are non-equivalent, because there exists for the
first triple with E = σ3 ⊗ I2r−1 ⊗X0 a matrixA = σ1 ⊗ I ∈ K (r ,p, s) such that
AEA∗ = −E, whereas, for the second triple with̃E = I2 ⊗ I2r−1 ⊗ X̃0, we see that
AẼA∗ = +Ẽ for eachA ∈ K (r ,p, s).

Now we put together our results concerning equivalence classes in the set of Out-
groups.

Proposition 3.3.2. Let [H,E,C] be an Out-group inGl(n,C). Then there exist
natural numbersr, p, s satisfyingn = 2r (2p + s) such that the group H is conjugate
to K (r ,p, s). Moreover,
(i) if s = 0 andp > 1, then[H,E,C] is equivalent to[K (r ,p,0), Cr,p,0, Cr,p,0];
(ii) if r = 0 and s > 1, then [H,E,C] is equivalent to[K (0,p, s),X0, C0,p,s],

whereX0 = Is1 ⊕ (−Is2)⊕ (Ip ⊗ σ1), s1 + s2 = s, s1 > s2 > 0;
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(iii ) if s > 1 and r > 1, then [H,E,C] is equivalent either to[K (r ,p, s), σ3 ⊗
Cr−1,p,s, Cr,p,s] or to [K (r ,p, s), I2r ⊗X0, Cr,p,s],whereX0 = Is1 ⊕ (−Is2)⊕
(Ip ⊗ σ1), s1 + s2 = s, s1 > s2 > 0.

Out-groups with different triples(r, p, s) or different signaturesgn(E) are not equiv-
alent; Out-groups listed in(iii ) are not equivalent as well.

The triples mentioned in the items (i)–(iii) are chosen representatives of equiv-
alence classes. In the next sections we shall see that it is important to find those
equivalence classes which contain an Out-group[H,E, I ] or [H,E, J ], J ≡ σ2 ⊗ I .
Such classes are described here. For this we need the following notation: LetU be
the matrix

U := 1√
2

(
1 1

−i i

)
and Ur,p,s := I2r ⊗ (Is ⊕ (Ip ⊗ U)).

Set
O(r ,p, s) := Ur,p,s,K (r ,p, s)U−1

r,p,s.

It is then easy to see that

O(r ,p, s) = P2 ⊗ · · · ⊗ P2︸ ︷︷ ︸
r-times

⊗Q2p,s, (6)

where

Q2p,s =
{
ηdiag(ε1, . . . , εs)

p⊕
k=1

µk

(
ch φk −i sh φk
i sh φk ch φk

)∣∣∣∣∣ εj , µk = ±1,

η = ±1,±i, φk ∈ R

}

for s > 0 and

Q2p,0

=
{
η

p⊕
k=1

µk

(
ch φk −i sh φk
i sh φk ch φk

)∣∣∣∣µk = ±1, η = ±1,±i, φk ∈ R

}

∪
{
η

p⊕
k=1

µk

(
sh φk −i ch φk

is ch φk sh φk

)∣∣∣∣µk = ±1, η = ±1,±i, φk ∈ R

}
.

The matrixX which determines the real form can be written asX = σµ ⊗ I2r−1 ⊗
X0, whereµ ∈ {0,3} andX0 ∈ Ep,s . It is transformed to the matrix

Z = Ur,p,sXU
∗
r,p,s, = σµ ⊗ I2r−1 ⊗ Z0, (7)

where
Z0 ∈ Ẽp,s := {diag(ε1, . . . , εs)⊕ (Ip ⊗ σ3) | εi = ±1}.

The matrixCr,p,s corresponding to outer automorphism is transformed toI = Ur,p,s
Cr,p,sU

T
r,p,s.
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Proposition 3.3.2 can be rewritten by using other class representatives.

Corollary 3.3.3. Any equivalence class of Out-groups inGl(n,C) contains a triple
[H,E, I ] for some subgroup H and some non-singular hermitian matrix E. More
precisely,
(i) [K (r ,p,0), Cr,p,0, Cr,p,0] is equivalent to[O(r ,p,0), I2rp ⊗ σ3, I ];
(ii) [K (0,p, s),X0, C0,p,s ] is equivalent to[O(0,p, s), Z0, I ], whereX0 = Is1 ⊕

(−Is2)⊕ (Ip ⊗ σ1), Z0 = Is1 ⊕ (−Is2)⊕ (Ip ⊗ σ3) ands1 + s2 = s > 1, s1 >
s2 > 0;

(iii ) [K (r ,p, s), σ3 ⊗ Cr−1,p,s, Cr,p,s] is equivalent to [O(r ,p, s), σ3 ⊗ I2r−1 ⊗
(Is ⊕ Ip ⊗ σ3), I ] and[K (r ,p, s), I2r ⊗X0, Cr,p,s] is equivalent to[O(r ,p, s),
I2r ⊗ Z0, I ], where X0 = Is1 ⊕ (−Is2)⊕ (Ip ⊗ σ1), Z0 = Is1 ⊕ (−Is2)⊕
(Ip ⊗ σ3) ands1 + s2 = s > 1, s1 > s2 > 0, r > 1.

Now, consider the equivalence classes which contain a triple[H,E, J ].
Since O(r ,p, s) containsJ for r > 1, we have according to Definition 2.3.4,

that [O(r ,p, s), Z, I ] is equivalent to[O(r ,p, s), Z, J ]. In the caser = s = 0, the
matrix A = Ip ⊗ σ3 ∈ K (0,p,0) has the property thatAC0,p,0 = Ip ⊗ σ2 and
thus

[K (0,p,0), C0,p,0, C0,p,0]
= [K (0,p,0), Ip ⊗ σ1, Ip ⊗ σ1] is equivalent to[K (0,p,0), Ip ⊗ σ1, Ip ⊗ σ2].

Using the permutation matrixP which changes matricesA⊗ B to B ⊗A, we see
that

[K (0,p,0), Ip ⊗ σ1, Ip ⊗ σ2] is equivalent to[Wp, σ1 ⊗ Ip, J ],
where Wp = PK (0,p,0)P−1 = {η diag(α1, . . . , αp, εα

−1
1 , . . . , εα−1

p ) | ε = ±1,
η = 1, i, αi ∈ R∗}.

In the remaining cases wherer = 0, s > 0, the class representative[K (0,p, s),
X0, C0,p,s ] does not contain any Out-group[H,E, J ] with skew-symmetric matrix
J for an outer automorphism, because there is no matrixA ∈ K (0,p, s) such that
AC0,p,s is skew symmetric. ThereforeRAC0,p,sR

T is not skew-symmetric for any
regularR. We can summarize these observations in the following,

Corollary 3.3.4. Let [H,E, J ] be an Out-group inGl(n,C). Then[H,E, J ] is
equivalent to one of the following Out-groups:
(a) [O(r ,p, s), I2r ⊗ Z0, J ] for r > 1, whereZ0 = Is1 ⊕ (−Is2)⊕ (Ip ⊗ σ3);
(b) [O(r ,p, s), σ3 ⊗ I2r−1 ⊗ (Is ⊕ (I ⊗ σ3)), J ] for r > 1, s > 1;
(c) [Wp, σ1 ⊗ Ip, J ].

This result is not sufficiently detailed for its application tosp(n− k, k), where we
need to know as well which equivalence class contains Out-group[H, I2 ⊗ En,k, J ].
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Let us consider all non-equivalent classes[H,E, J ] mentioned in the previous
corollary.

Case(a): For the matrixE = I2 ⊗ I2r−1 ⊗ Z0, we first findk such that sgn(E) =
sgn(I2 ⊗En,k). Since there exists a matrixR = I2 ⊗ P , whereP is a permutation
matrix such thatRER∗ = I2 ⊗ En,k andRJRT = J it follows that

[O(r ,p, s), I2r ⊗ Z0, J ] is equivalent to[RO(r ,p, s)R−1, I2 ⊗ En,k, J ]
for any tripler, p, s, with r > 1.

Case(b): We divide this case into two subcases:
(b1) Forr > 2, we chooseA = −σ1 ⊗ σ2 ⊗ I2r−2(2p+s) ∈ O(r ,p, s) and putR =

((I2 ⊗ diag(1, i))P)⊗ I2r−2(2p+s), whereP is a permutation matrixP ∈ O(4,R)

such thatP(X ⊗ Y )PT = Y ⊗X for eachX,Y ∈ gl(2,C). We see that

R(AJ )RT = σ2 ⊗ I2r−1(2p+s) = J

and

R(σ3 ⊗ Cr−1,p,s)R
∗ = I2 ⊗ σ3 ⊗ I2r−2 ⊗ Z0 ≡ I2 ⊗ Ẽ.

To transformI2 ⊗ Ẽ to I2 ⊗ En,n/2, we use the permutation matrix of the previous
case (note that the signature sgn(σ3 ⊗ Cr−1,p,s) = 0).

(b2) Now,r = 1. Suppose that there existA ∈ O(1,p, s) andRsuch that

R(AJ )RT = J and R(σ3 ⊗ C0,p,s)R
∗ = I2 ⊗ En,n/2. (8)

From the fact that

J ((σ3 ⊗ C0,p,s)
−1)TJ ∗ = −σ3 ⊗ C0,p,s

and

J ((I2 ⊗ En,n/2)
−1)TJ ∗ = +I2 ⊗ En,n/2

it follows that the matrixA must fulfill

A(σ3 ⊗ C0,p,s)A
∗ = −σ3 ⊗ C0,p,s . (9)

From equality (8), we have

(AJ )T = −AJ. (10)

It is easy to see that there exists no matrixA ∈ O(1,p, s) with properties (9) and
(10). Thus,[O(1,p, s), σ3 ⊗ C0,p,s, J ] is not equivalent to any Out-group[H, I2 ⊗
En,n/2, J ].

Case(c): The same arguments lead to the same conclusion as in the case (b2), i.e.
[Wp, σ1 ⊗ Ip, J ] is not equivalent to any Out-group[H, I2 ⊗ En,k, J ].

We can summarize our observations as follows:

Corollary 3.3.5. Any Out-group[H, I2 ⊗ En,k, J ] in Gl(2n,C) is equivalent either
to
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(i) [O(r ,p, s), I2r ⊗ Z0, J ], where2n = 2r (2p + s) andr > 1 or to
(ii) [O(r ,p, s), σ3 ⊗ Cr−1,p,s, J ], where2n = 2r (2p + s), r > 2 ands > 1.

4. Out∗-groups and Ad∗-groups

Similarly as in the previous section, we start with the non-Abelian cases.

4.1. Non-Abelian Out∗-groups and Ad∗-groups

If [H,K,C] is Out∗-group inGl(n,C), then[P ⊗H, I2 ⊗K, I2 ⊗ C] is Out∗-
group with an anticommuting pair inGl(2n,C). Unlike in the previous case of
Out-groups, there is another possibility for building non-Abelian Out∗-groups: The
triple [P ⊗ K (r ,p, s, ), σ2 ⊗ In, I2 ⊗ Cr,p,s] is also Out∗-group inGl(2n,C). We
are going to show that these two cases exhaust all possibilities.

Theorem 4.1.1.
1. Let [H,K,C] be Out∗-group inGl(2n,C) containing a pair of anticommuting

matricesM,N ∈ H . Then[H,K,C] is equivalent either to Out∗-group [P ⊗
H0, I2 ⊗K0, I2 ⊗ C0],where[H0,K0, C0] is Out∗-group inGl(n,C), or to Out∗-
group[P ⊗H0, σ2 ⊗ In, I2 ⊗ C0], whereH0 is a group andC0 is a matrix such
thatAd H0 ∪Out(C0H0) is a MAD-group ongl(n,R).

2. Let [H,K] be Ad∗-group inGl(2n,C) containing a pair of anticommuting ma-
tricesM,N ∈ H . Then[H,K] is equivalent either to Ad∗-group[P ⊗H0, I2 ⊗
K0], where[H0,K0] is Ad∗-group inGl(n,C), or to Ad∗-group [P ⊗H0, σ2 ⊗
I ], whereH0 is such thatAd H0 is a MAD-group ongl(n,R).

Proof. Using Lemma 6.2 of [5] for matrices with real spectrum (compare proof of
Theorem 3.1.1), we find a matrixRsuch that

RMR−1 = σ3 ⊗M0 and RNR−1 = σ1 ⊗N0,

whereM0, N0 are diagonal matrices withreal positivediagonal elements. From the
definition of Out∗-group it follows that

MK = εMKM and NK = εNKN.

Without loss of generality we can assume thatεM > εN . From Lemma 6.2, [5],
we have that each elementP, commuting or anticommuting with bothσ3 ⊗M0 and
σ1 ⊗N0, belongs to the groupP ⊗ {M0, N0}′, where{M0, N0}′ is a notation for the
commutator of matricesM0 andN0, i.e.RHR−1 ⊂ P ⊗ {M0, N0}′.

Suppose first thatεM = εN = 1. The equalities

(σ3 ⊗M0)(RKR−1)=εM(RKR−1)(σ3 ⊗M0)

=εM(RKR−1)(σ3 ⊗M0) (11)
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(σ1 ⊗N0)(RKR−1)=εN(RKR−1)(σ1 ⊗N0)

=εN(RKR−1)(σ1 ⊗N0) (12)

mean thatRKR−1 commutes with bothσ3 ⊗M0, σ1 ⊗N0 and so that

RKR−1 = I2 ⊗K0, K0 ∈ {M0, N0}′.
In the second case, whereεM = 1 andεN = −1, we get from (11) and (12) that

RKR−1 = σ3 ⊗ K̃0, K̃0 ∈ {M0, N0}′.
In the third case,εM = εN = −1, we obtain

RKR−1 = σ2 ⊗ L0, L0 ∈ {M0, N0}′.
SinceK is an anticircular matrix,

K0K0 = −In, K̃0K̃0 = −In and L0L0 = In.

It is well known [4] that for anycircular matrixL0 there exists a real matrixF such
thatL0 = eiF . Hence in (11) and (12) we can use the matrix(I2 ⊗ e−(i/2)F )R instead
of R, and we can assume thatL0 = In without loss of generality.

We know thatMCMT = γMC andNCNT = γNC, whereγM, γN = ±1. Again,
we can assume thatγM = γN = 1. Otherwise we would takeOutNC , OutMC or
OutMNC instead of the outer automorphismOutC . The equalities

(σ3 ⊗M0)(RCR
T)(σ3 ⊗M0)

T = (σ3 ⊗M0)(RCR
T)(σ3 ⊗M0) = RCRT,

(σ1 ⊗N0)(RCR
T)(σ1 ⊗NM0)

T = (σ1 ⊗N0)(RCR
T)(σ1 ⊗N0) = RCRT

then imposeRCRT = I2 ⊗ C0.
For eachX ∈ H we haveRXR−1 = σj ⊗X0. SinceX fulfills XK = ±KX and

XCXT = ±C, the matrixX0 satisfiesX0C0X
T
0 = ±C0 andX0K0 = ±K0X0 (in the

first caseK → I2 ⊗K0), orX0K̃0 = ±K̃0X0 (in the second caseK → σ3 ⊗ K̃0),
or X0 = ±X0 in the third case. Maximality ofH implies thatRHR−1 = P ⊗H0,
where[H0,K0, C0] is in the first two cases an Out∗-group, and in the third caseH0
corresponds to a MAD-group ongl(n,R) with an outer automorphismOutC .

Now, we may reconstruct an Out∗-group equivalent to the original Out∗-group
[H,K,C]. Because the Out∗-group[P ⊗H0, σ3 ⊗ K̃0, I2 ⊗ C0] reconstructed from
the second case is equivalent to the Out∗-group[P ⊗H0, I2 ⊗ K̃0, I2 ⊗ C0] by the
matrix R̃ = diag(1, i)⊗ In, we can omit the second case of our construction.

Demonstration of the second item of Theorem 4.1 is included in the above proof.
�

If [H,K,C] in the previous theorem is equivalent to an Out∗-group[P ⊗H0, σ2
⊗K0, I2⊗C0], we can use the results of Section 2.2, where MAD-groups ongl(n,R)

were described. If[H,K,C] in the previous theorem is equivalent to an Out∗-group
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[P ⊗H0, I2 ⊗K0, I2 ⊗ C0], one can look for the anticommuting pair inH0. If such
a pair exists, we can use again the previous theorem. It remains to settle the case
of an AbelianH0. Fortunately, as it will be shown subsequently, that case does not
occur.

Theorem 4.1.2. Any Out∗-group and Ad∗-group inGl(2n,C) contains an anticom-
muting pair.

We are going to prove the theorem only for Out∗-groups. The proof for Ad∗-
groups is a simpler version of the same proof.

Proof. Let [H̃ ,K,C] be an Out∗-group and letH ⊂ H̃ be its maximal commu-
tative subgroup. We show thatH /= H̃ . That is, we find an admissible matrixU /∈
H such thatUK = ±KU, UCUT = ±C whereU commutes or anticommutes with
each element inH.

SinceH is a commutative subgroup of̃H , we can suppose without loss of gener-
ality that elements ofH are in the diagonal form. LetH0 be the subgroup ofH of all
matrices with real spectrum. BecauseH = H0 ∪ iH0, any matrixU which commutes
or anticommutes with every element ofH0, also commutes or anticommutes with the
wholeH. The maximality ofH forces the groupH0 to be saturated with respect to
K andC. In Definition A.1 found in Appendix A, we introduced just for this proof
the notion of saturated groups. Following Appendix A, we also use the notation
H++,H−−,H+− andH−+.

BecauseH0 is a subgroup of someK (0,p, s), there exist integerss1, s2, . . . , sf ,
p1, . . . , pe such thats1 + · · · + sf + 2p1 + · · · + 2pe = s + 2p = 2n and

H++ ⊂ {ε1Is1 ⊕ · · · εf Isf ⊕ α1Ip1 ⊕ α−1
1 Ip1

⊕ · · · ⊕ αeIpe ⊕ α−1
e Ipe εj = ±1 andαj ∈ R∗}.

Consequently, it is possible to split the diagonal into blocks of lengths1, s2, . . . , sf ,

p1, . . . , pe, where elements fromH++ are constant. Let us choose such splitting
into the smallest possible number of such blocks. ThenAK = KA = KA for any
A ∈ H++. It implies that

K = K1 ⊕ · · · ⊕Ke+f and C = C1 ⊕ · · · ⊕ Ce+f ,
whereKi,Ci ∈ Gl(si ,C) for i = 1, . . . , f andKi,Ci ∈ Gl(2pi,C) for i = f +
1, . . . , f + e. SinceK is anticircular,Ki ’s are anticircular as well, and thus allsi
are even.

Let α1, α2, . . . , α2n denote the standard basis ofC2n and let us splitC2n in-
to subspaces with the corresponding dimensions, i.e.F1 := {α1, . . . , αs1}lin, F2 :=
{αs1+1, . . . , αs1+s2}lin, . . ., Fe+f := {α2n−2pe+1, . . . , α2n}lin.

Consider the restrictions ofHεδ for ε, δ ∈ {+,−} to these subspaces and put

Hεδ(i) := Hεδ/Fi and H0(i) := H0/Fi .
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Maximality of the Abelian groupH then implies thatH0(i) is saturated with respect
toKi andCi , and that

Hεδ = Hεδ(1)⊕ · · · ⊕Hεδ(f + e) := {A1 ⊕ A2 ⊕ · · · ⊕ Ae+f |Ai ∈ Hεδ(i)}.
Moreover, ifHεδ /= ∅, thenHεδ(i) /= ∅ for i = 1, . . . , e + f . SinceH is a maximal
commutative group, the matrixC(C−1)T belongs toH as well. From the fact that
KCKT = C, one can deduce that(C(C−1)T)K = K(C(C−1)T) and(C(C−1)T)C

(C(C−1)T)T = C, which impliesC(C−1)T ∈ H++. Note that the spectrum ofC
(C−1)T is real and thereforeC(C−1)T ∈ H0. Since the automorphismAdC(C−1)T

equals to(OutC)2, the whole spectrum ofC(C−1)T is either positive or negative.
From the construction ofH0(i) we directly obtain thatH0(i) fulfills assumptions

of Lemma A.4 fori = 1, . . . , f and that it fulfills assumption of Lemma A.5, for
i = f + 1, . . . , f + e. Combining results of the two lemmas, one can deduce that
H0, K andC can be transformed to satisfy

K = δ1σ2 ⊕ · · · ⊕ δf σ2 ⊕ σ2 ⊗ I2 ⊕ · · · ⊕ σ2 ⊗ I2︸ ︷︷ ︸
e−times

, whereδi = ±1.

• H++ ⊂ {ε1I2 ⊕· · · ⊕εf I2 ⊕ I2 ⊗ diag(α1, α
−1
1 )⊕ · · · ⊕ I2 ⊗ diag(αe, α−1

e ) | εi
= ±1, αi ∈ R∗}.

• H+− ⊂ {I2 ⊗ diag(α1,−α−1
1 )⊕ · · · ⊕ I2 ⊗ diag(αe,−α−1

e ) | αi ∈ R∗}, note that
H+− /= ∅ impliesf = 0.

• H−+ ⊂ {ε1σ3 ⊕ · · · ⊕ εf σ3 ⊕ σ3 ⊗ diag(α1, α
−1
1 )⊕ · · · ⊕ σ3 ⊗ diag(αe, α−1

e ) |
εi = ±1, αi ∈ R∗}.

• H−− ⊂ {ε1σ3 ⊕· · · ⊕εf σ3 ⊕ σ3 ⊗ diag(α1,−α−1
1 )⊕· · · ⊕σ3 ⊗ diag(αe,

−α−1
e ) | εi = ±1, αi ∈ R∗}.

The form of the matrixC depends onHε,δ. It is necessary to realize that the whole
spectrum ofC(C−1)T is either positive or negative. Thus all blocksC1, . . . , Cs+f
formingC must have the same character. From Lemmas A.4 and A.5 we have

C = σµ ⊕ · · · ⊕ σµ︸ ︷︷ ︸
f -times

⊕I2 ⊗
(

0 1
γ1 0

)
⊕ · · · ⊕ I2 ⊗

(
0 1
γe 0

)
,

wheref = 0, if H+− /= ∅ (call it Case 1). WhenH+− = ∅, the matrixσµ is given
as follows:

σµ =




I2 if H0 = H++ and spectrum ofC(C−1)T positive (Case 2),
σ2 if H0 = H++ and spectrum ofC(C−1)T negative (Case 3),
I2 if H−+ /= ∅ (Case 4)
σ1 if H−− /= ∅ and spectrum ofC(C−1)T positive (Case 5),
σ2 if H−− /= ∅ and spectrum ofC(C−1)T negative (Case 6).

Finally we can determine the matrixU as it was promised at the beginning of this
proof. Fork = 1,2, put
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Uk := ik−1


σk ⊕ · · · ⊕ σk︸ ︷︷ ︸

f -times

⊕ (σk ⊗ I2)⊕ · · · ⊕ (σk ⊗ I2)︸ ︷︷ ︸
e-times


 .

Both matricesU1 andU2 are diagonalizable with real spectrum. It is easy to verify
that in Cases 2, 4 and 5, we can takeU = U1 and in Cases 1, 3 and 6, we can take
U = U2. �

Results of this section can be summarized in the following proposition.

Proposition 4.1.3.
(i) Let[H,K,C] be an Out∗-group inGl(2n,C). There exist natural numbersr, p, s

satisfying r > 1, (p, s) /= (0,2) and 2r (2p + s) = 2n such that Out∗-group
[H,K,C] is equivalent to the Out∗-group[K (r ,p, s), J, Cr,p,s ].

(ii) Let [H,K] be an Ad∗-group inGl(2n,C). Then there exist natural numbersr,m
satisfyingr > 1 and2rm = 2n such that Ad∗-group[H,K] is equivalent to the
Ad∗-group[H(r ,m), J ].

4.2. Equivalence classes of the Out∗-group

We are interested in equivalence classes of the Out∗-group with a particular prop-
erty, namely the classes containing a triple[H, J, I ]. We will need them when Out∗-
groups will be used onso∗(n). In order to show that such a triple is found in each
equivalence class, we putR0 = Ur−1,p,s andR = R0 ⊕ R0. Then

R(σ2 ⊗ I2r−1(s+2p))R
−1 = σ2 ⊗ I2r−1(s+2p) and RCr,p,sR

T = I2r (s+2p).

PuttingO∗(r ,p, s) ≡ RKr ,p,sR
−1, we see that

[K (r ,p, s), J, Cr,p,s ] is equivalent to[O∗(r ,p, s), J, I ].
We need to writeO∗(r ,p, s) explicitly. For that we useQ2p,s from Section 3.3,

and we introduceW2p,s for s > 1 by

W2p,s =
{
η diag(ε1, . . . , εs)

p⊕
k=1

µk

(−ch φk i sh φk
i sh φk ch φk

)∣∣∣∣ εj , µk = ±1,

η = 1, i, φk ∈ R

}
,

and fors = 0 by

W2p,0 =
{
η

p⊕
k=1

µk

(−ch φk i sh φk
i sh φk ch φk

)∣∣∣∣µk = ±1, η = 1, i, φk ∈ R

}
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∪
{
η

p⊕
k=1

µk

(−sh φk i ch φk
i ch φk sh φk

)∣∣∣∣µk = ±1, η = 1, i, φk ∈ R

}
.

Now O∗(r ,p, s) can be written explicitly as follows:

O∗(r ,p, s)=


(
A 0
0 νA

)∣∣∣∣ ν = ±1, A ∈ P ⊗ · · · ⊗ P︸ ︷︷ ︸
(r−1)-times

⊗Q2p,s




∪


(

0 B

νB 0

)∣∣∣∣ ν = ±1, B ∈ P ⊗ · · · ⊗ P︸ ︷︷ ︸
(r−1)-times

⊗W2p,s


 .

5. MAD-groups on real forms ofgl(n, C)

Here the results of previous section are used for an explicit description of the
MAD-groups acting on the real forms of the Lie algebragl(n,C).

5.1. MAD-groups ongl(n,R)

It is convenient to rewrite Proposition 2.2.1 in a more revealing form.

Theorem 5.1.1.
(i) For any MAD-groupH ongl(n,R) without an outer automorphism, there exist

numbersr,m such thatn = 2rm,m > 3 andH is conjugate toAd H(r ,m).
(ii) For any r,m, m > 3, the groupAd H(r ,m) is a MAD-group ongl(2rm,R).

Different pairs(r,m) provide non-conjugate MAD-groups.

Theorem 5.1.2.
(i) For any MAD-groupH on gl(n,R) with an outer automorphism, there exists

numbersr, p, s such thatn = 2r (2p + s) andH is conjugate to

Ad K (r ,p, s) ∪Out Cr,p,sK (r ,p, s). (13)

(ii) For any triples(r, p, s) with the exception of(r,0,2), the group(13) is a MAD-
group ongl(2r (2p + s),R) with an outer automorphismOutCr,p,s . Different
triples (r, p, s) provide non-conjugate MAD-groups.

5.2. MAD-groups onu(n− k, k)

It was explained early in Section 2.3 that Out-group[O(r ,p, s), Z, I ], Z ≡ σµ ⊗
I2r−1 ⊗ Z0, Z0 ∈ Ẽp,s , µ = 0,3, gives us the MAD-groupH,

H = Ad O(r ,p, s) ∪Out O(r ,p, s),
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on real formLJ of gl(n,C) and corresponding to the antiautomorphismJ = J0OutZ.
If sgnZ = sgnEn,k, thenLJ is isomorphic tou(n− k, k). SinceZ is a diagonal

matrix with ±1’s on the diagonal, we can find a permutation matrixP such that
PZP ∗ = En,k. In such a case

G = Ad PO(r ,p, s)P−1 ∪Out PO(r ,p, s)P−1

is a MAD-group onu(n− k, k). In Corollary 3.3.3, we have seen thatO(r ,p, s) for
a fixed triple(r, p, s) is compatible only with certain signatures of the matrixZ. In
order to describe that compatibility, we define, for(r, p, s), a setZr,p,s of admissible
matrices:
for r > 0, p > 1, put

Zr,p,0 := {I2r ⊗ σ3};
for p > 0, s > 1, (p, s) /= (0,2), put

Z0,p,s := {Z0 |Z0 = Is1 ⊕ (−Is2)⊕ (Ip ⊗ σ3) | s1 + s2 = s, s1 > s2 > 0};
for r > 1, s > 1, put

Zr,p,s := {σ3 ⊗ I2r−1 ⊗ (Is ⊕ Ip ⊗ σ3)} ∪ {I2r ⊗ Z0 |Z0 ∈ Z0,p,s}.
Finally, we can give a complete description of MAD-groups onu(n− k, k).

Theorem 5.2.1.
(i) For any MAD-groupH on u(n− k, k) there exist a permutation matrix P and

numbersr, p, s such thatn = 2r (2p + s) andH is conjugate to

Ad PO(r ,p, s)P−1 ∪Out PO(r ,p, s)P−1. (14)

(ii) (and vice versa) For each triple of parametersr, p, s, (p, s) /= (0,2), and the
setZr,p,s containing a matrix Z with the signaturen− 2k, wheren = 2r (2p +
s), there exists a permutation matrix P such thatPZP T = En,k and (14) is a
MAD-group onu(n− k, k).

Remark 5.2.2. The MAD-groups onu(n− k, k) corresponding to different triples
(r, p, s) or to different matricesZ ∈ Zr,p,s are non-conjugate.

Observe a remarkable fact: Ifs > 1, the matrices fromO(r ,p, s) are pseudoor-
thogonal. The same is true ifs = 0 for the “first half” ofQp,0. The rest ofQp,0
contains pseudounitary matrices with real or purely imaginary spectrum which are
not orthogonal.

5.3. MAD-groups onu∗(n)

Here we consider the non-degenerate situation with evenn andn > 4. We have
again, as in the case ofgl(n,R), two types of MAD-groups; with or without an outer
automorphism. From Proposition 4.1.3 we have:
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Theorem 5.3.1.
(i) For any MAD-groupH on u∗(n) without an outer automorphism, there exist

numbersr,m (r > 1, m > 3, n = 2rm) such that the groupH is conjugate to
Ad H(r ,m).

(ii) The groupAd H(r ,m) is a MAD-group onu∗(n) for any pair r,m such that
n = 2rm, r > 1 andm > 3. MAD-groups corresponding to different pairsr,m
are non-conjugate.

MAD-groups with an outer automorphism correspond to Out∗-groups[O∗(r ,p, s),
J, I ] described in Section 4. We observe the same situation as in the case of pseudou-
nitary algebras: ‘most’ of matrices fromO∗(r ,p, s) are not only fromu∗(n) but also
from so∗(n) ⊂ u∗(n).

Theorem 5.3.2.
(i) For any MAD-groupH onu∗(n) with an outer automorphism there exist num-

bersr, p, s (r > 1, (p, s) /= (0,2), n = 2r (2p + s)) such thatH is conjugate
to

Ad O∗(r ,p, s) ∪Out O∗(r ,p, s). (15)

(ii) For any tripler, p, s with r > 1 and(p, s) /= (0,2), the group(15) is a MAD-
group onu∗(2r (2p + s)). MAD-groups corresponding to different triplesr, p, s
are non-conjugate.

6. MAD-groups on real forms of o(n, C) and sp(n, C)

MAD-groupsH on real forms of these two algebras are formed by inner automor-
phisms only. (We disregard here Lie algebrao(8,C), see Section 1.1.) We associate
to each MAD-groupH a group of admissible matricesH in a usual way. That is,
H := {A |A—admissible, AdA ∈ H}. As we shall see, these groups of matrices
represent Out-groups or Out∗-groups involving appropriate special matricesE, K
andC for each real form.

6.1. MAD-groups onso(n− k, k)

Let H be a MAD-group onso(n− k, k). Using Lemmas 1.2.1, 1.2.3 and 1.2.7,
we can describe properties of admissible matrices belonging toH:
• AB = ±BA for eachA,B ∈ H ;
• AEn,kA∗ = ±En,k for eachA ∈ H ;
• AAT = ±I for eachA ∈ H .



M. Havĺı ček et al. / Linear Algebra and its Applications 314 (2000) 1–47 33

Comparing these properties with definition ofOut-group, we see that[H,En,k, I ]
is an Out-group. Using the description of equivalence classes in Corollary 3.3.3 and
the notationZr,p,s introduced in the previous section, we obtain:

Theorem 6.1.1.
(i) For any MAD-groupH on so(n− k, k), there exist permutation matrix P, and

numbersr, p, s such thatn=2r (2p+s) andH is conjugate toAd PO(r ,p, s)
P−1.

(ii) (and vice versa) For each parametersr, p, s, (p, s) /= (0,2), such thatn =
2r (2p + s) and the set of matricesZr,p,s contains a matrix Z with the signa-
ture n− 2k, there exists a permutation matrix P such thatPZPT = En,k and
Ad PO(r ,p, s)P−1 is a MAD-group onso(n− k, k).

MAD-groups onso(n− k, k) corresponding to different triples(r, p, s) or to dif-
ferent matricesZ ∈ Zr,p,s are non-conjugate.

6.2. MAD-group onso∗(n), n-even,n > 4

Now the group of matricesH, associated to MAD-groupH on so∗(n), is formed
by admissible matrices, which, according to Lemmas 1.2.3 and 1.2.8, satisfy the
following conditions:
• AB = ±BA for eachA,B ∈ H ;
• AJ = ±JA for eachA ∈ H ;
• AAT = ±I for eachA ∈ H .

Therefore,[H, J, I ] is an Out∗-group. It was shown in Section 4.2 that any equiv-
alence class of Out∗-groups contains as its representative Out∗-group[O∗(r ,p, s),
J, I ]. It means, that the number of MAD-groups onso∗(n) equals to the number of
possibilities to writen asn = 2r (2p + s) for r > 1.

Theorem 6.2.1.
(i) For any MAD-groupH on so∗(n) there exist numbersr, p, s such thatr > 1,

(p, s) /= (0,2), n = 2r (2p + s) andH is conjugate toAd O∗(r ,p, s).
(ii) (and vice versa) For anyr, p, s with r > 1 and(p, s) /= (0,2), the groupAd O∗

(r ,p, s) is a MAD-group onso∗(n), wheren = 2r (2p + s).

MAD-groups corresponding to different triples(r, p, s) are non-conjugate.

6.3. MAD-groups onsp(n− k, k)

Let H be MAD-group onsp(n− k, k). Using Lemmas 1.2.1, 1.2.3 and 1.2.9 we
can describe properties of admissiblematrices belonging toH:
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• AB = ±BA for eachA,B ∈ H ;
• A(I2 ⊗ En,k)A

∗ = ±I2 ⊗ En,k for eachA ∈ H ;
• AJAT = ±J for eachA ∈ H .

Comparing again these properties with definition of Out-group, we see that[H, I2
⊗ En,k, J ] is a Out-group. All equivalence classes containing Out-group[H,E, J ]
were found in Corollary 3.3.5, from which we conclude:

Theorem 6.3.1.
(i) For any MAD-groupsH on sp(n− k, k) there exist numbersr, p, s, 2n =

2r (2p + s) and a permutation matrix P such thatH is conjugate to

Ad PO(r ,p, s)P−1. (16)

(ii) Let n− k > k. For any triples(r, p, s), r > 1 such that2n = 2r (2p + s) and
Zr,p,s contains a matrix Z with the signaturesgnZ = 2n− 4k, there exists a
permutation matrix P such thatPZP ∗ = I2 ⊗ En,k and the group(16) is a
MAD-group onsp(n− k, k).

(iii ) Let n− k = k = n/2. For any r > 2, s > 1 and p such that2n = 2r (2p +
s), there exists a permutation matrix P such thatP(σ3 ⊗ I2r−1 ⊗ (Is ⊕ Ip ⊗
σ3))P

∗ = I2 ⊗ En,n/2 andPO(r ,p, s)P−1 is a MAD-group onsp(n/2, n/2).

6.4. MAD-groups onsp(n,R)

The group of matricesH associated to MAD-groupH on sp(n,R) is formed by
admissible matrices, which according to Lemmas 1.2.3 and 1.2.10 satisfy:
• AB = ±BA for eachA,B ∈ H ;
• A = ±A for eachA ∈ H ;
• AJAT = ±J for eachA ∈ H .

We see that matrices ofH with above listed properties form the groupAd H
which can be embedded into a MAD-group ongl(n,R) with the outer automor-
phismOutJ . Recall that MAD-groups ongl(2n,R) are described by (13). Forr > 1,
Out Cr,p,sK (r ,p, s) = Out JK (r ,p, s) and so,Ad K (r ,p, s) is a MAD-group on
sp(n,R). For r = 0 ands > 1, Out C0,p,sK (0,p, s) does not contain any skew-
symmetric matrix and thusK (0,p, s) cannot correspond to any MAD-group on
sp(n,R).The remaining caseK (0,p,0) leads again to a MAD-group.

Theorem 6.4.1.
(i) For any MAD-groupH on sp(n,R) there exist numbersr, p, s such thatH is

conjugate toAd K (r ,p, s) and2n = 2r (2p + s).
(ii1) For any triple (r, p, s), r > 1 the groupAd K (r ,p, s) is a MAD-group on

sp(2r−1(2p + s),R).
(ii2) The groupAdWp, where

Wp = {diag(α1, . . . , αp, εα
−1
1 , . . . , εα−1

p ) | ε = ±1, αi ∈ R∗}
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is a MAD-group onsp(p,R).
(iii ) MAD-groups described in(ii) are non-conjugate.

7. Concluding remarks and examples

Recall a simple observation made at the opening of Section 2.1 concerning MAD-
groupH on a real form. Namely, that the complexificationHC is a subgroup of a
maximal real partGR of some MAD-groupG on complex Lie algebra, i.e.HC ⊆
GR. In fact, the rest of the article is devoted to a complicated proof of the equality
HC = GR. This fact plays an important role for construction of gradings of the Lie
algebras.

(a) GradingC of Lie algebraL is a decomposition0 : L = L1 ⊕ L2 ⊕ · · · ⊕ Lk ,
with the property that

for all i, j = 1, . . . , k there existsr = 1, . . . , k such that 0/= [Li,Lj ] ⊆ Lr.

RefinementC̃ of C is another grading obtained by further splitting of some of the
subspacesLi into the direct sum of smaller spaces. A grading which cannot be fur-
ther refined is calledfine grading. LetM ⊂ Aut L be a set of mutually commuting
diagonalizable automorphisms onL. Then the decompositionL = L1 ⊕ · · · ⊕ Lk,
whereLi ’s are eigenspaces of any automorphism inM forms a grading. A grading
determined by a set of automorphismsM is denoted asGr(M).

(b) An explicit construction of the grading decomposition of a given Lie algebra
may sometime be the only objective one has in mind. For that it often suffices to use
only several suitably chosen elements of the corresponding MAD-group.

As a transparent example of this possibility take the Lie algebrasl(3,C) as 3× 3
matrices and a suitably chosen single outer automorphism. LetX be a 3× 3 matrix
representing a generic element ofsl(3,C). Thus we have the eigenvalue problem(

0 Q

−QT 0

)(
X 0
0 −XT

)(
0 Q

−QT 0

)−1

= λ

(
X 0
0 −XT

)
,

where

Q =

0 ξ7 0
ξ 0 0
0 0 i


 , ξ = e2π i/8 = √

i.

There are eight distinct eigenvaluesλ = ξk , k = 0,1, . . . ,7, and eight non-emp-
ty eigenspaces. Consequently, the grading subspacesLk are one-dimensional. They
can be labeled (additively) by the value of the exponentk mod 8. One findsLk
represented by the following matrices:

L0 = C


1 0 0

0 −1 0
0 0 0


 , L1 = C


 0 0 0

0 0 −i
−1 0 0


 ,
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L2 = C


0 1 0

0 0 0
0 0 0


 , L3 = C


0 0 i

0 0 0
0 −1 0


 ,

L4 = C


−i 0 0

0 −i 0
0 0 2i


 , L5 = C


0 0 0

0 0 1
i 0 0


 ,

L6 = C


0 0 0

1 0 0
0 0 0


 , L7 = C


0 0 1

0 0 0
0 −i 0


 .

There are eight grading subspaces, each being one-dimensional, no further refine-
ment is possible. Our choice of the grading automorphism is far from unique.

(c) Given the fine gradings of a Lie algebraL, there are a number of other follow-
up questions one may ask which would be interesting and sometimes useful to have
answered. For example, when the grading relations are saturated? That is, when there
is the equality in 0/= [Li,Lj ] = Lk rather than inclusion⊆.

(d) Find all (not only fine) non-equivalent gradings ofL.
(e) Identify the subalgebras (and their normalizers inL) which are displayed in a

given grading. We say that a subalgebra is displayed by a grading if it is formed by
all elements of several grading subspaces.

(f) Find the gradings which display a given subalgebra ofL.
(g) Describe the action of the MAD-groups on representation spaces ofL. The

maximal torus has been the main tool of the representation theory since the work
of Weyl. Elements of finite order in the group have only a finite number of distinct
eigenvalues. Therefore they are the spaces in a rather coarse way. In general, such
elements have different order on various representations. For example the element
diag(ω5, ω−1, ω−4) is of order 7 when acting on the Lie algebra (adjoint representa-
tion) but of order 21 when acting in the three-dimensional representation space.

(h) For a given grading ofL, find the grading subspaces which are equivalent
under the group of all automorphisms; the grading subspaces that consist entirely of
nilpotent or semisimple elements, elements that commute, etc.

(i) Using dj for the dimension ofLj , compare gradings by the value of their
entropyE,

E := −
∑
j

dj ln dj .

(j) Graded contractions of Lie algebras [8] became recently a relatively frequent
topic in physics literature (for example [13]). The idea is to study only those deforma-
tionsL′ of a given Lie algebraL, which preserve a chosen fixed grading ofL rather
than all its deformations. It turns out to be a problem where all such contractions
can be classified relatively easily [13] and with simple means (solving systems of
quadratic equations for the contraction parameters). Moreover, in this way one can
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consider at the same time ‘contractions’ of representations ofL to representations of
the contracted Lie algebraL′ [9]. A brief review of the method is in [12].

(k) It is proved in [14], that a gradingC of a simple Lie algebraL over C is
fine if and only if there exists a MAD-groupG ⊂ Aut L such thatC = Gr(G). It
follows from [5] that ifGR is a maximal real part of some MAD-groupG on a simple
complex Lie algebraL, then

Gr(GR) = Gr(G),

i.e.Gr(GR) is fine. Let us consider a real formLJ of this algebraL. Since we have
proved that the complexification of any MAD-groupH on a real formLJ equals to
GR for some complex MAD-groupG, we have immediately thata gradingGr(H)

of a real formLJ corresponding to aMAD-groupH is always fine. The opposite
question, whether any fine gradings on a real form corresponds to some MAD-group,
is still open.

(l) In the end, we give a list of MAD-groups for real forms of some classical
Lie algebras with small dimension. Since the relationship between MAD-group and
grading is so straightforward, we do not list gradings of real forms.

7.1. MAD-groups on real forms ofgl(n,C)

Using Theorems 5.1.1, 5.1.2, 5.2.1, 5.3.1 and 5.3.2, we obtain the following lists
of MAD-groups.

Example 7.1.1. Real forms ofgl(2,C)

u(3) gl(2,R) Ad K (1,0,1) ∪Out K (1,0,1); Ad K (0,1,0)

∪Out C0,1,0K (0,1,0);

u(3) u(2) Ad O(1,0,1) ∪Out O(1,0,1)

u(3) u(1,1) Ad O(1,0,1) ∪Out O(1,0,1); Ad O(0,1,0) ∪Out O(0,1,0)

Note that MAD-groups onsl(2,R), su(2) andsu(1,1) consist of “Ad-parts” of
above MAD-groups, because any automorphism of these real forms is inner. Known
isomorphism ofsl(2,R) and su(1,1) given by the mappingAdA : sl(2,R) 7→
su(1,1), where

A =
(

i 1

1 i

)
,

also transforms MAD-groups ofsl(2,R) to MAD-groups ofsu(1,1).
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Example 7.1.2. Real forms ofgl(3,C)

gl(3,R) Ad K (0,0,3) ∪Out K (0,0,3);
Ad K (0,1,1) ∪Out C0,1,1K (0,1,1); Ad H(0,3)

u(3) Ad O(0,0,3) ∪Out O(0,0,3)
u(2,1) Ad O(0,0,3) ∪Out O(0,0,3); Ad O(0,1,1) ∪Out O(0,1,1)

Explicit form of all non-conjugate gradings of all real forms ofgl(3,C) corre-
sponding to these MAD-groups can be found in [6].

Example 7.1.3. Real forms ofgl(4,C)

gl(4,R) Ad K (0,0,4) ∪Out K (0,0,4); Ad K (0,1,2) ∪Out C0,1,2
K (0,1,2);

Ad K (0,2,0) ∪Out C0,2,0K (0,2,0); Ad K (1,1,0) ∪Out C1,1,0
K (1,1,0);

Ad K (2,0,1) ∪Out K (2,0,1); Ad H(0,4)

u(4) Ad O(0,0,4) ∪Out O(0,0,4); Ad O(2,0,1) ∪Out O(2,0,1)

u(3,1) Ad O(0,0,4) ∪Out O(0,0,4); Ad O(0,1,2) ∪Out O(0,1,2)

u(2,2) Ad O(0,0,4) ∪Out O(0,0,4); Ad PO(0,1,2)PT ∪
Out PO(0,1,2)P T;

Ad PO(0,2,0)P T ∪Out PO(0,2,0)P T; Ad PO(1,1,0)P T ∪
Out PO(1,1,0)P T;

Ad O(2,0,1) ∪Out O(2,0,1);
u∗(4) Ad O∗(1,1,0) ∪Out O∗(1,1,0); Ad O∗(2,0,1) ∪

Out O∗(2,0,1)

The matrixP used in the table is a permutation matrixP ∈ O(4,R) such that
P diag(1,−1,1,−1)P T = E4,2,

7.2. MAD-groups on real forms ofo(n,C) andsp(n,C)

Using Theorems 6.1.1, 6.2.1, 6.3.1 and 6.4.1, we obtain the following lists of
MAD-groups.
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Example 7.2.1. Real forms ofo(3,C)

so(3) Ad O(0,0,3);

so(2,1) Ad O(0,0,3), Ad O(0,1,1)

Example 7.2.2. Real forms ofo(4,C)

so(4) Ad O(0,0,4); Ad O(2,0,1)

so(3,1) Ad O(0,0,4); Ad O(0,1,2)

so(2,2) Ad O(0,0,4); Ad PO(0,1,2)P T; Ad PO(0,2,0)P T;

Ad PO(1,1,0)P T; Ad O(2,0,1);

so∗(4) Ad O∗(1,1,0); Ad O∗(2,0,1)

The matrixP used in the table is a permutation matrixP ∈ O(4,R) such that
P diag(1,−1,1,−1)P T = E4,2.

Example 7.2.3. Real forms ofo(5,C)

so(5) Ad O(0,0,5);

so(4,1) Ad O(0,0,5); Ad O(0,1,3);

so(3,2) Ad O(0,0,5); Ad PO(0,1,3)P T; Ad PO(0,2,1)P T;

The matrixP used in the table is a permutation matrixP ∈ O(5,R) such that
P diag(1,1,−1,1,−1)P T = E5,2.

Example 7.2.4. Real forms ofsp(1,C)

sp(1,R) Ad K (1,0,1), AdW1

sp(1) Ad O(1,0,1);

Sincesp(1,R) is isomorphic tosu(1,1) andsp(1) is isomorphic tosu(2), we can
compare this table with the Example 7.1.1.

Example 7.2.5. Real forms ofsp(2,C)

sp(2,R) Ad K (1,1,0), Ad K (2,0,1), AdW2

sp(2) Ad O(2,0,1);

sp(1,1) Ad O(2,0,1), Ad O(1,1,0);
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The real formsp(2,R) is isomorphic toso(3,2), the real formsp(2) is isomor-
phic toso(5), and the real formsp(1,1) is isomorphic toso(4,1). We can compare
this table with Example 7.2.3.

Example 7.2.6. Real forms ofsp(3,C)

sp(3,R) Ad K (1,1,1), Ad K (1,0,3), AdW3

sp(3) Ad O(1,0,3);

sp(2,1) Ad O(1,0,3), Ad O(1,1,1);

Appendix A

For the reader’s convenience, some relevant theorems from matrix calculus are
listed in the first part of the appendix. As these facts are not so easy to find in the
literature, we have decided to supply them with proofs.

Lemma A.1.
(i) LetA ∈ Gl(n,C) be a circular matrix. Then there existsR ∈ Gl(n,C) such that

RAR−1 = I .
(ii) Let A ∈ Gl(n,C) be an anticircular matrix. Then n is even and there exists

R ∈ Gl(n,C) such that

RAR−1 = J ≡
(

0 In/2
−In/2 0

)
.

(iii ) LetB ∈ Gl(n,C) be a hermitian matrix. Then there existR ∈ Gl(n,C) and an
integerk = 0,1, . . . , n such thatRBR∗ = In−k ⊕ (−Ik) ≡ En,k.

Proof. (i) Let AA = I . Chooseξ ∈ C such thatξ is not in the spectrum ofA and
ξ ξ = 1. Then chooseψ ∈ C such thatξ ψ2 = −1 and putR = ψ(A− ξI). It is
easy to verify thatR is a regular matrix satisfyingRA = R as needed.
(ii) Analogously, chooseα ∈ C such thatR ≡ eiαA+ e−iαJ is a regular matrix.

ThenRA = JR as needed.
(iii ) As B is hermitian, there exists a unitary matrixU such thatB = U diag

(δ1, . . . , δn) U
∗. Without loss of generality we can assume thatδ1, . . . , δk > 0 and

δk+1, . . . , δn < 0 for somek = 0,1, . . . , n.
The non-singular matrix

R = U diag

(
1√
δ1
, . . . ,

1√
δk
,

1√−δk+1
, . . .

1√−δn
)
U−1

has the required property.�
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Lemma A.2.
(i) LetC∈O(n,C) be a hermitian matrix. Then there existsR ∈ O(n,R)≡O(n,C)

∩ Gl(n,R) such thatRCRT = RCR∗ equals

Is ⊕ (−Ir )⊕ ε1

(
ch φ1 −i sh φ1
i sh φ1 ch φ1

)
⊕ · · · ⊕ εp

(
ch φp −i sh φp
i sh φp ch φp

)
, (A.1)

wheres + r + 2p = n, εj ∈ {−1,+1} andφj ’s are real.
(ii) LetC ∈ O(n,C) be an anti-hermitian matrix. The there existsR ∈ O(n,R) such

that

RCRT =RCR∗ = ε1

(
i sh φ1 ch φ1

−ch φ1 i sh φ1

)

⊕ · · · ⊕ εp

(
i sh φp ch φp

−ch φp i sh φp

)
, (A.2)

where2p = n, εj ∈ {−1,+1} andφj ’s are real.

Proof. (i) As C is hermitian,C has a real spectrum and eigenvectors corresponding
to different eigenvalues are orthogonal. Letλ be an eigenvalue of matrixC to the
eigenvectorx. Thenx = Ix = CTCx = CCx = λCx which impliesCx = λ−1x.

If Pλ is an eigensubspace toλ, thenPλ is the eigensubspace toλ−1. In the
caseλ = ±1, it is Pλ = Pλ and we can find a real orthonormal base ofP1, say
{x1, x2, . . . , xs} and a real base ofP−1, say{y1, y2, . . . , yr}.

Forλ /= ±1, find an orthonormal base ofPλ (which does not need to be real), say
zλ1, z

λ
2, . . . , z

λ
l . Thenzλ1, z

λ
2, . . . , z

λ
l is an orthonormal base ofPλ and

wλ1 = 1√
2
(zλ1 + zλ1),w

λ
2 = 1

i
√

2
(zλ1 − zλ1), . . . , w

λ
2l−1

1√
2
(zλl + zλl ),

wλ2l=
1

i
√

2
(zλl − zλl )

is a real orthonormal base ofPλ ⊕ Pλ.
Denote byP the matrix which columns are formed by vectorsx1, . . . xs, y1, . . . , yr

and by vectorswλ1, . . . , w
λ
2l for all eigenvaluesλ, |λ| > 1. Since the eigenvectors

corresponding to the different eigenvalues are orthogonal, we have

(xj )
∗Cyi=(xj )∗(−yi)=0, (wλj )

∗Cxi=(wλj )∗xi=0, (wλj )
∗Cyi=(wλj )∗(−yi)=0,

(wλj )
∗C(wµi ) = 0 for λ /= µ.

Moreover,

(wλ2j−1)
∗C(wλ2j−1)=

1√
2
(zλj + zλj )

∗C 1√
2
(zλj + zλj )

= 1

2
(zλj + zλj )

∗(λ zλj + λ−1zλj ) = 1

2
(λ+ λ−1),
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and analogously

(wλ2j−1)
∗C(wλ2j ) = 1

2i
(λ− λ−1) and (wλ2j )

∗C(wλ2j ) = 1

2
(λ+ λ−1).

Asλ is real, we can write it in the formε eφ, whereφ is real. It means that the product
H ∗CH is of the form (A.1), and we can putR = H ∗.

(ii) In this case, we have an easier situation, since it is impossible thatPλ andPλ
are eigenspaces to the same eigenvalue. The similar calculation shows that matrixC
can be transformed to the form (A.2).�

Lemma A.3. LetE ∈ Sp(n,C) be a hermitian or anti-hermitian matrix. Then there
exists unitary matrixR ∈ Sp(n,C) such that

RER∗ = RER−1 =
(
D 0
0 D−1

)
,

where D is a diagonal matrix.

Proof. As E is hermitian or anti-hermitian, there exists a unitary matrixU such
thatU∗EU is a diagonal matrix. The equationEJET = J implies that if a vec-
tor (x1, . . . , xn, y1, . . . , yn) is the eigenvector of matrixE to the eigenvalueλ, then
(y1, . . . , yn,−x1, . . . ,−xn) is the eigenvector to 1/λ. This property enables us to
choose the unitary matrixU in the form

U =
(
P S

S −P
)
,

whereP, S ∈ gl(n,C) and(
P S

S −P
)∗
E

(
P S

S −P
)

=
(
D 0
0 D−1

)
D—a diagonal matrix. Note that the unitarity of matrixU impliesPP ∗ + SS∗ = I

andP TS = STP . It is easy to see that the matrixR := U∗ fulfills RJRT = J . �

In the remaining part of this appendix, we present two auxiliary statement need-
ed to prove Theorem 4.1.2. In the sequel we suppose thatK,C ∈ Gl(2n,C) are
matrices satisfying:

C(C−1)T admissible with positive or negative spectrum,

KCKT = C and KK = −I2n. (A.3)

Denote byDn the group of real diagonal matrix inGl(n,C). We will study saturated
subgroupsH0 ⊂ D2n.

Definition A.1. We say that a group

H0 ⊂ {A ∈ D2n |ACA = ±C, AK = ±KA}
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is saturated with respect to K and Cif there exists no admissible matrixB /∈ H0 with
real spectrum, such that

BCBT = C, BK = KB, and AB = BA for all A ∈ H0. (A.4)

A saturated groupH0 can be written as a union of the following four sets:
H++ = {A ∈ H0 |AK = +KA, ACA = +C},
H+− = {A ∈ H0 |AK = +KA, ACA = −C},
H−+ = {A ∈ H0 |AK = −KA, ACA = +C},
H−− = {A ∈ H0 |AK = −KA, ACA = −C}.

Condition (A.4) means that the groupH0 cannot be extended by adding a new ele-
ment toH++, i.e.H++ is maximalin the previous sense.

Let us list several obvious properties of a saturated group:
• H++ is a subgroup ofH0, i.e.H++ contains at leastI2n, −I2n.
• Condition (A.4) impliesC(C−1)T ∈ H++.
• If H+− /= ∅, thenH+− = AH++ for anyA ∈ H+− and analogously forH−− and
H−+.

• It is impossible that among the setsH+−,H−−,H−+ is exactly one empty set.
Let a groupH0 ⊂ D2n be saturated with respect toK andC and a groupH̃0 ⊂ D2n

be saturated with respect tõK andC̃. We say that the triple[H0,K,C] is transform-
ableto the triple[H̃0, K̃, C̃] if there exists a matrixRsuch that

H̃0 = RH0R
−1, K̃ = RKR−1, and C̃ = RCRT.

We will focus on saturated groupsH0 with special form ofH++.

Lemma A.4. LetH0 ⊂ D2n be a saturated group with respect to K and C and let
H++ = {±I2n}. ThenH+− is empty andn = 1.
Moreover
(i) if H−+ = ∅ andH−− /= ∅, then[H0,K,C] is transformable to[{±I2,±σ3}, σ2,

σ1] or to [{±I2,±σ3}, σ2, σ2];
(ii) if H−+ /= ∅ andH−− = ∅, then[H0,K,C] is transformable to[{±I2,±σ3},

σ2, I2];
(iii ) if H−+ = ∅ andH−− = ∅, then[H0,K,C] is transformable to[{±I2}, ησ2, I2]

or to [{±I2}, ησ2, σ2], whereη = ±1.

Proof. Let A ∈ H+− ∪H−+ ∪H−−. SinceA2 ∈ H++ = {±I2n} andA is real di-
agonal, we can suppose without loss of generality thatA = Ir ⊕ (−Is), r + s = 2n.
SuchA fulfills conditionsACA = µAC andKA = ηAAK, where at least one of
constantsηA or µA is −1, which impliesr = s = n. Thus for a given fixed matrix
A ∈ H+− ∪H−+ ∪H−−, we can writeA = In ⊕ (−In). Since alwaysC(C−1)T ∈
H++, we haveC = εCT, whereε = ±1.
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Suppose now thatA = In ⊕ (−In) ∈ H+−. RelationsAK = KA andACA =
−C force

C =
(

0 C1
C2 0

)
and K =

(
K1 0
0 K2

)
,

whereC1, C2,K1,K2 ∈ Gl(n,C). But then the matrixB = βIn ⊕ β−1In can be
added toH++ for anyβ ∈ R∗. It is a contradiction with maximality ofH++. Thus
H+− is necessarily empty.

(i) Now suppose thatA = In ⊕ (−In) ∈ H−−. The relationsACA = −C, C =
εCT, ε = ±1, imply

C =
(

0 C1

εCT
1 0

)
.

If we transform the triple[H0,K,C] by the matrixR = C−1
1 ⊕ In, we do not change

H0 and we obtain a new

C =
(

0 In
εIn 0

)
.

SinceAK = −KA andKK = −I2n, the matrixK has a form

K =
(

0 K1

−K−1
1 0

)
.

Putting such matricesC andK to the equalityKCKT = C, we obtainK∗
1 = εK1.

SinceK1 is hermitian or anti-hermitian, and thus diagonalizable, we can find a uni-
tary matrixP ∈ Gl(n,C) such thatPK1P

∗ = √
εD, whereD is diagonal matrix.

SetM = P diag(δ1, . . . , δn)P ∗ andB = M ⊕ (M−1)T. Then B is an admissible
matrix with real spectrum satisfyingBCBT = C andBK = KB for any choice
of δ1, . . . , δn = ±1. If n > 2, then we can enlargeH++ by matrixB /= ±I2n—a
contradiction with maximality ofH++. Thusn = 1.

(ii) Now suppose thatA = In ⊕ (−In) ∈ H−+. SuchA implies

C =
(
C1 0
0 C2

)
and K =

(
0 K1

−K−1
1 0

)
,

whereC1, C2, K1 ∈ Gl(n,C). SinceC = εCT, the matricesC1, andC2 are sym-
metric or skew-symmetric. The relationKCKT = C givesK1C2K

T
1 = C1. Using

transformation by the matrixP := K−1
1 ⊕ In we do not changeH0 and we obtain a

newK andC

C =
(
C2 0
0 C2

)
and K =

(
0 In

−In 0

)
.

If n > 2, then there exists a matrixR ∈ Gl(n,C) such thatRC2R
T = In (whenC2

is symmetric) orRC2R
T = σ2 ⊗ In/2 (whenC2 is skew-symmetric). PutD := diag
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(−1,1, . . . ,1) in the caseC2 = CT
2 orD := σ1 ⊗ In/2 in the caseC2 = −CT

2 . Then
the matrixM = R−1DR satisfiesMC2M

T = εC2. Let us define a matrixB := M ⊕
M. Such matrixB is admissible with real spectrum and satisfiesBK = KB and
BCBT = εC. For symmetricC, the matrixB can be added toH++ — a contradic-
tion. For skew-symmetricC, we have foundB ∈ H+−—a contradiction as well. We
have again deducedn = 1.

(iii) It remains to discuss the caseH−− = H+− = ∅, i.e.H++ = H0.
If C = CT, then there exists a matrixP such thatPCPT = I2n. Using transfor-

mation by this matrixP, we can without loss of generality suppose thatC = I2n.
For C = I2n, condition (A.3) readsKKT = I which together with anticircularity
of K gives thatK is anti-hermitian. According to Lemma A.2(ii), there existsR ∈
O(2n,R) such that

RKR−1 = ε1

(
i sh φ1 ch φ1

−ch φ1 i sh φ1

)
⊕ · · · ⊕ εn

(
i sh φn ch φn

−ch φn i sh φn

)
.

Because the matrixR is orthogonal, ourC = I2n is not changed by transformation.
If n > 2, then a matrixA = diag(−1,1, . . . ,1)⊗ I2 can be added toH++—a con-
tradiction with maximality ofH++.

If C = −CT, then there exists a matrixP such thatPCPT = σ2 ⊗ In ≡ J . Again
without loss of generality we can assume that we work with the triple transformed
by P and considerC to be equalσ2 ⊗ In. For suchC condition (A.3) gives(iKJ) ∈
Sp(n,C) and (iKJ)—hermitian. According to Lemma A.3, there exists a unitary
matrixR ∈ Sp(n,C) such that

D ⊕D−1 = R(KJ )R∗ =
(
RKR−1

) (
RJR∗) = RKR−1J

and thus

RKR−1 =
(

0 D

−D−1 0

)
,

whereD is a diagonal matrix. Ifn > 2, then a matrixB = I2 ⊗ diag(δ1, . . . , δn),
with arbitrary choice ofδ1, . . . , δn = ±1 can be added toH++—a contradiction.

So far we have proved that any saturated group with trivialH++ lives inGl(2,C).
To show the rest of statement is now an easy exercise.�

Lemma A.5. Let H0 ⊂ D2n be a group saturated with respect to K and C. Let
{±I2n} /= H++ ⊂ {αIn ⊕ α−1In | α ∈ R∗}. Thenn = 2and[H0,K,C] is transform-
able to[H̃0, K̃, C̃], where

K̃ = σ2 ⊗ I2, C̃ = I2 ⊗
(

0 1
γ 0

)
, for someγ ∈ R∗,

and
• H̃++ ⊂ {I2 ⊗ diag(α, α−1) | α ∈ R∗};
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• H̃+− ⊂ {I2 ⊗ diag(α,−α−1) | α ∈ R∗};
• H̃−+ ⊂ {σ3 ⊗ diag(α, α−1) | α ∈ R∗};
• H̃−− ⊂ {σ3 ⊗ diag(α,−α−1) | α ∈ R∗}.

Proof. SinceH++ contains at least one matrix/= ±I2n, the maximality ofH++
forcesH++ = {αIn ⊕ α−1In | α ∈ R∗}. ChooseA ∈ H++, for exampleA = 2In ⊕
1
2In. From the equalityACA = C and the factC(C−1)T ∈ H++, we have

C =
(

0 C1

γCT
1 0

)
,

whereγ ∈ R∗. On the other hand,AK = KA and anticircularity ofK give K =
K1 ⊕K2, whereK1,K2 are anticircular matrices inGl(n,C) and thereforen is
even. Any matrixB ∈ H0 can be written asB = D1 ⊕D2, whereD1 andD2 are
real diagonal matrices. AsB2 ∈ H++, the matrixD2 = α−1diag(δ1, . . . , δn), with
α ∈ R∗, δ1, . . . , δn = ±1. Let us transform the triple[H0,K,C] by the matrixR =
C−1

1 ⊕ In. Then

RCRT =
(

0 In

γ In 0

)
; RKR−1 =

(
(K−1

2 )T 0

0 K2

)
.

The last equality is a consequence ofKCKT = C. Any matrixB fromH0 is trans-
formed toRBR−1 = C−1

1 D1C1 ⊕D2 = εBD
−1
2 ⊕D2, whereεB = 1 if BCBT =

C andεB = −1 if BCBT = −C.
Without loss of generality we can assume thatK = (K−1

2 )T ⊕K2,

C =
(

0 In

γ In 0

)

and

H0 ⊂ {diag(µα, α−1)⊗ diag(δ1, . . . , δn) | α ∈ R∗, µ, δi = ±1}.
At first, suppose thatH0 = H++ andn > 4. SinceK2 is anticircular, according to
Remark 2.4.4, there exists an admissible matrixX /= ±In with real spectrum such
thatXK2 = K2X. Then the matrixB := (X−1)T ⊕X can be added toH++ — a
contradiction. In the caseH0 = H++, we have deducedn = 2.

At second, suppose that there existB ∈ H0 such thatBK = −KB. SuchB has
spectrum symmetric with respect to origin, and we can writeB = diag(εBα, α−1)⊗(
In/2 ⊕ (−In/2)

)
.

If H−+ /= ∅, thenH−+ = {α−1In/2 ⊕ (−α−1)In/2 ⊕ αIn/2 ⊕ (−α)In/2 | α ∈ R∗}.
If H−− /= ∅, thenH−− = {(−α−1)In/2 ⊕ α−1In/2 ⊕ αIn/2 ⊕ (−α)In/2 | α ∈ R∗}.

In both cases,K2 has a form

K2 =
(

0 L

−L−1 0

)
.



M. Havĺı ček et al. / Linear Algebra and its Applications 314 (2000) 1–47 47

If n/2 > 2, then the matrix̃B := (L−1)TD−1LT ⊕D−1 ⊕ LDL−1 ⊕D, whereD is

an arbitrary real diagonal matrix inGl(n/2,C) satisfiesB̃K = KB̃ andB̃CB̃T = C,
this contradicts the maximality ofH++ and thusn = 2.

It remains to deal with the caseH−− ∪H−+ = ∅ andH+− /= ∅. Without loss
of generality we can assume thatB ∈ H+− has a formB = (−α)Is ⊕ αIn−s ⊕
α−1Is ⊕ (−α−1)In−s . If s > 1 andn− s > 1, then the equalityBK = KB gives
K2 = L1 ⊕ L2, whereL1 ∈ Gl(s,C) andL2 ∈ Gl(n− s,C). Then a matrixB̃ :=
(−α)Is ⊕ αIn−s ⊕ (−α−1)Is ⊕ α−1In−s , can be added toH++—a contradiction.

Now suppose thats = n, i.e.H+− = {(−α)In ⊕ α−1In | α ∈ R∗}. If n > 4, then
according to Remark 2.4.4, there exists an admissible matrixX with real spectrum
such thatX /= ±In andXK2 = K2X. Then a matrixB := (X−1)T ⊕X ∈ H++—a
contradiction. Again we haven = 2. To transform triple[H0,K,C] to the desired
form is now an easy task.�
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